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Engineering

for Gas Turbines
and Power

Editorial

Power was certainly in the world’s news during the past year,
2003. The great electrical blackout of August 15, 2003 occurred in
the U.S. Northeast and Midwest, and in neighboring Canada. In
the UK, parts of London and the entire underground train system
suffered an electrical power shutdown. During a hot summer, the
Finnish capital of Helsinki had a blackout, as did other European
cities.

Our modern society has become so dependent on electrical
power, that a power failure immediately focuses everyone’s atten-
tion. The public’s attitude concerning electrical power can be lik-
ened to the awareness of one’s own health:When you have it, you
don’t think about it, but when you don’t have it, that’s all you can
think about.

Reasons for the blackouts of 2003 will be discovered. It is a
safe bet that long-term prevention of future blackouts will come
not from the politicians and lawmakers, but from solid research
and development on the production and control of electrical
power, as reported and archived in technical journals such as our
Journal of Engineering for Gas Turbines and Power.

The state of the Journal is sound and it should continue to
thrive. Current technical challenges in the electrical power indus-
try ~e.g., preventing blackouts! should lead to more research—and
more journal papers. While aviation technology research has ac-
counted for many of the Journal’s gas turbine papers published up
until now, that may change as the key role of gas turbines in the
electrical power market continues to grow. One can expect to see
more non-aviation gas turbine research papers in the future, as gas
turbines and combined cycle systems become a more important
~and possibly dominant! part of the electrical power grids.

As Associate Editor Dennis N. Assanis wrote last year in the
Journal’s April 2003 issue, the internal combustion engine~ICE!
is still the dominant fuel energy converter in our own society. The
entire April issue was devoted to a selection of the highest quality
ICE papers, selected through ASME’s three-reviewer process

from papers presented at ASME meetings and from those submit-
ted directly to the Journal.

In the recent past, the Journal’s paper backlog has been signifi-
cant, with nearly two years elapsing between papers’ presentation
at an ASME conference and their publication in the Journal.
Working with Judith Sierant, ASME Production Coordinator, and
the ASME Publications Committee, we obtained 300 cumulative
additional journal pages for the past four issues. The January 2003
issue had a record 400 pages, making it the largest issue ever
published of any of ASME’s eighteen journals. This has helped to
reduce our current backlog, allowing publication of journal papers
one year after conference presentation. We are working to further
reduce this time-to-publication.

ASME Technical Publishing has developed an electronic web-
based tool to process papers submitted on the internet to the Jour-
nal by authors. As announced in the October 2003 issue, I sched-
uled the Journal to start using the new web tool on November 1,
2003. The new submission process can be accessed at^http://
journaltool.asme.org& and is self-guiding. I encourage authors to
make use of the new web tool, but will continue to accept papers
for review by the traditional method, until more authors~and re-
viewers! have become accustomed to the web tool and the many
advantages it offers. However, starting July 1, 2004, the Journal
will only accept paper submission on the ASME web tool.

As a service to the Journal’s readership we have included in this
January 2004 issue, a book review of the latest edition of the text,
Engineering Fundamentals of the Internal Combustion Engine. It
is my intent to have such book reviews on topics related to energy
and power conversion, in future issues. The number and occur-
rence will depend on what is submitted to the Journal by publish-
ers for review and my ability to find a good reviewer in each case.

Lee S. Langston
Editor
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Thermodynamic Analysis of
Zero-Atmospheric Emissions
Power Plant
This paper presents a theoretical thermodynamic analysis of a zero-atmospheric emis-
sions power plant. In this power plant, methane is combusted with oxygen in a gas
generator to produce the working fluid for the turbines. The combustion produces a gas
mixture composed of steam and carbon dioxide. These gases drive multiple turbines to
produce electricity. The turbine discharge gases pass to a condenser where water is
captured. A stream of pure carbon dioxide then results that can be used for enhanced oil
recovery or for sequestration. The analysis considers a complete power plant layout,
including an air separation unit, compressors and intercoolers for oxygen and methane
compression, a gas generator, three steam turbines, a reheater, two preheaters, a con-
denser, and a pumping system to pump the carbon dioxide to the pressure required for
sequestration. This analysis is based on a 400 MW electric power generating plant that
uses turbines that are currently under development by a U.S. turbine manufacturer. The
high-pressure turbine operates at a temperature of 1089 K (1500°F) with uncooled
blades, the intermediate-pressure turbine operates at 1478 K (2200°F) with cooled blades
and the low-pressure turbine operates at 998 K (1336°F). The power plant has a net
thermal efficiency of 46.5%. This efficiency is based on the lower heating value of meth-
ane, and includes the energy necessary for air separation and for carbon dioxide sepa-
ration and sequestration.@DOI: 10.1115/1.1635399#

Introduction
The main contributor to increasing atmospheric carbon dioxide

(CO2) concentration is the combustion of fossil fuels for electric-
ity generation, transportation and industrial and domestic uses.
Fossil fuels~coal, oil, and natural gas! have underpinned the de-
velopment of the economies in the industrialized countries around
the world. The demand for energy is expected to grow in the
developed countries and in particular in the developing countries
as they strive to obtain a higher standard of living. This increase in
energy demand will increase the carbon dioxide concentration in
the earth’s atmosphere.

Carbon dioxide capture and geologic storage offer a new set of
options for reducing greenhouse gas emissions that can comple-
ment the current strategies of improving energy efficiency and
increasing the use of nonfossil energy resources.

Production of electric power with zero-atmospheric emissions
is one of the goals of the Vision 21 Program of the U.S. Depart-
ment of Energy~DOE!, @1#. A decade ago, such a concept would
not have been considered to be viable. However, recent research,
@2–10#, has addressed technical and economic issues associated
with the concept, making it a viable option.

The power plant concept uses a Rankine cycle to drive three
turbines connected in series. However, unlike conventional steam
power plants, the plant does not use a boiler to generate steam.
Use of a boiler presents two disadvantages to the efficiency of the
Rankine cycle. First, the maximum cycle temperature is limited
by the maximum metal temperature that boiler components can
withstand; and second, 10 to 15% of the available energy in the
fuel is lost by the exhaust gases that are vented to the atmosphere.

In this study, the turbine working fluid is produced in a gas
generator by the stoichiometric combustion of natural gas and
oxygen. Hence, the maximum operating temperature of the Rank-

ine cycle is no longer controlled by the maximum operating tem-
perature of a boiler. Rather, the maximum operating temperature
that the turbines can withstand becomes the efficiency-limiting
temperature. The hydrocarbon fuel does not need to be natural
gas, but could, for example, be syngas derived from coal, or gas
derived from biomass.

The adiabatic flame temperature of the stoichiometric combus-
tion of methane and oxygen at a pressure of 2.07 MPa~300.2
lb/in2! is 3460 K~5768°F!, @11#. No turbines are available that can
operate at this temperature. Therefore, in the gas generator, water
is premixed with the natural gas and oxygen before the mixture
enters the combustion chamber. In addition, the gas generator,
@8–10#, has several sections in which water is added to the com-
bustion products to bring the gas temperature to a level acceptable
to available turbines.

The turbine discharge gases pass to a condenser where water is
captured as liquid and gaseous carbon dioxide is pumped from the
system. The carbon dioxide can be compressed for enhanced re-
covery of oil or coal-bed methane, or the compressed carbon di-
oxide can be injected for sequestration into a subterranean forma-
tion. The technology described in this paper is the subject of
several US patents,@12–21#.

The next section describes the specific plant configuration ana-
lyzed in this paper. The analysis section discusses the methodol-
ogy used for analyzing the power plant.

Power Plant Configuration
Figure 1 presents the power plant configuration analyzed in this

paper. The power plant has four major sections: methane compres-
sion, air separation and oxygen (O2) compression, power genera-
tion, and carbon dioxide separation and sequestration. Each of
these sections consists of multiple components as shown in the
figure. For the analysis, the plant is assumed to operate on meth-
ane that is combusted with oxygen. Methane is compressed to the
operating pressure of the gas generator~12.4 MPa, 1800 lb/in2,
point 22, Fig. 1!. Part of the methane is compressed to a pressure
of 1.38 MPa~200 lb/in2! for a reheater that is installed between
the high-pressure turbine and the intermediate-pressure turbine

Contributed by the Advanced Energy Systems Division of THE AMERICAN SO-
CIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the AES
Division July 2002; final revision received March 2003. Associate Editor: G. M.
Reistad.
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~point 28!. The compression system for methane consists of four
compressors~Compressors 1 to 4! and three intercoolers~Inter-
coolers 1 to 3!. Oxygen is generated in an air separation plant and
is compressed to feed the gas generator and the reheater. The
oxygen compression system consists of four compressors~Com-
pressors 5 to 8! and three intercoolers~Intercoolers 4 to 6!.

The water for this cycle is generated by the cycle itself. The
water leaving the condenser is heated in Preheaters 1 and 2 before
the water is injected into the combustion products in the gas gen-
erator. These preheaters increase the efficiency of the cycle.

In this study, the preheaters are located in the discharge lines of
both the high-pressure turbine and the low-pressure turbine. The
preheaters heat the water that is routed from the condenser to the
gas generator where the water is evaporated to cool the combus-
tion products in the gas generator. If the water were not preheated,
a smaller amount of water would be required to cool the gases in
the gas generator. However, taking thermal energy out of the dis-
charge of the drive gas from the low-pressure turbine reduces the
energy that is delivered to the condenser. As a result, less heat is
transferred in the condenser to the condenser cooling water. This
reduced condenser cooling water heat loss increases plant effi-
ciency. The location of the preheaters, the amount of heat re-
moved from the turbine drive gas and the temperature of the cool-
ing water entering the gas generator, all affect cycle efficiency.
How this increase in efficiency is obtained is not a priori clear, but
is determined from optimization studies of the entire cycle.

Combustion products from the gas generator are delivered to
the high-pressure turbine~point 24! where the mixture of steam
and carbon dioxide expands, thereby producing power in the tur-

bine and electrical generator system. The mixture consists of a
0.88 mass fraction of steam and 0.12 mass fraction of carbon
dioxide. After the steam and carbon dioxide mixture leaves the
high-pressure turbine, the mixture is heated by a reheater~point
26!. The reheater increases the temperature of the mixture before
it enters the intermediate-pressure turbine. After the reheater, the
working fluid entering the intermediate-pressure turbine consists
of a 0.79 mass fraction of steam and a 0.21 mass fraction of
carbon dioxide. After leaving the intermediate-pressure turbine,
the mixture enters a low-pressure turbine for its final expansion
~point 30!. The exhaust from the low-pressure turbine flows
through Preheater 1 to preheat the water that was separated from
the turbine working fluid in the condenser.

Most of the water that is generated in the cycle is separated
from the turbine working fluid mixture in the condenser. Liquid
water is extracted from the condenser by Pump 1 and is recycled
to the system. The water temperature is increased in Preheaters 1
and 2, before the water goes to the gas generator~point 23! to
control the temperature of the combustion products.

A mixture consisting primarily of carbon dioxide, but contain-
ing a substantial amount of moisture, is extracted from a port
~point 36! at the top of the condenser. The carbon dioxide with the
remaining moisture from the condenser is then delivered to sev-
eral compressors and intercoolers to obtain high-pressure carbon
dioxide with almost no moisture. The compression-sequestration
system consists of seven compressors~Compressors 10 to 16! and
six intercoolers~Intercoolers 7 to 12!.

Fig. 1 Schematic of the zero-atmospheric emissions 400 MW power plant
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Analysis
The power plant system consists of a gas generator, three tur-

bines, a reheater, a condenser, an oxygen separation plant, 15
compressors, a pump to recirculate the water from the condenser
to the gas generator and a pump for the condenser cooling water,
12 intercoolers, two preheaters, and an electric generator. Energy
and mass conservation laws are applied to every system compo-
nent. The equations used to describe the power plant components
are solved simultaneously in a computer code. A computer code
using F-Chart software,@22#, was developed to analyze plant ef-
ficiencies. Individual system components are described next.

Gas Generator and Reheater. Methane and oxygen are
combusted in the gas generator to produce the turbine drive fluid.
The temperature of the combustion products of methane with oxy-
gen is controlled by adding water to the combustion products in
the gas generator. The mass flow rate of water into the gas gen-
erator depends on the desired inlet temperature of the working
fluid for the high-pressure turbine.

A reheater is used to increase the temperature of high-pressure
turbine exhaust to the desired temperature for the intermediate-
pressure turbine. The reheater produces this temperature increase
by burning methane with oxygen and mixing the combustion
products with the high-pressure turbine exhaust.

In the gas generator and the reheater, assuming an adiabatic
process, the rate of change with time of the absolute enthalpy
~including both sensible enthalpy and enthalpy of formation! of
the products is equal to the rate of change of the absolute enthalpy
of the reactants. Complete combustion is considered in the gas
generator and in the reheater.

Turbines. Turbines are modeled by the equation of isentropic
efficiency,@23#, which is defined as the ratio of the power gener-
ated for the actual expansion of the gases in the turbine (Ẇa) and
the power generated in an isentropic expansion of the gases in the
turbine (Ẇs). For the three turbines the following equation is used
for turbine efficiency:

h t5
Ẇa

Ẇs

5
Ḣ in2Ḣout,a

Ḣ in2Ḣout,s

. (1)

The turbine efficiencies for the high-pressure turbine, the
intermediate-pressure turbine, and the low-pressure turbine were
assumed to be 90%, 91%, and 93%, respectively~see Table 1!.
The efficiency of the high-pressure turbine takes into account the
use of short blades; the efficiency of the intermediate-pressure
turbine takes into account the blade cooling losses. These efficien-
cies compare to values of 93% used by Bannister et al.@24#, 85%
used by Bolland et al.@25#, and 93% by Aoki et al.@26#.

Heat Exchangers. To determine the performance of the heat
exchangers~intercoolers, preheaters, and condenser! an effective-

ness equation is used. The heat exchanger effectiveness is defined
as the ratio of the actual rate of heat transfer in a given heat
exchanger to the maximum possible rate of heat exchange. If the
heat capacity rate of the warmer fluid (ṁhcph) is smaller than the
heat capacity rate of the colder fluid (ṁccpc) then the equation for
effectiveness,« is

«5
Q̇

Q̇max

5
Ḣh,in2Ḣh,out

Ḣh,in2Ḣc,in

. (2)

If the heat capacity rate of the colder fluid (ṁccpc) is smaller
than the heat capacity rate of the warmer fluid (ṁhcph) then the
effectiveness equation is

«5
Q̇

Q̇max

5
Ḣc,out2Ḣc,in

Ḣh,in2Ḣc,in

. (3)

This analysis assumes an effectiveness of 85% for intercoolers
and preheaters~see Table 1!, @25#. The temperature of the envi-
ronment and cooling water is assumed to be 288 K~59°F! to be
consistent with the environment temperature used in the analysis
of combined cycle plants.

Compressors. Compressors are modeled by the equation of
isentropic efficiency@23# defined as the ratio of power needed to
compress gases in an isentropic process and the actual power
needed in the compression of the gases. For all compressors, the
following equation is used for compressor efficiency,hcomp,

hcomp5
Ẇs

Ẇa

5
Ḣout,s2Ḣ in

Ḣout,a2Ḣ in

. (4)

The compressors were assumed to have an isentropic efficiency
85%. Previous researchers,@24,26#, have used compressor effi-
ciencies in the range of 85–89%.

Water Recirculation Pump. The isentropic efficiency of the
water pump is assumed to be 85%. Previous researchers,@24,26#,
have used pump efficiencies in the range of 85–99%.

Oxygen Separation Plant. The power to operate the oxygen
separation plant, 0.22 kWh per kg of oxygen, was obtained from
data presented the literature,@27#, for a cryogenic air separation
plant. Advances in oxygen separation are expected to reduce this
power, especially when ion transport membrane~ITM ! technology
matures.

Computational Assumptions. Complete combustion was as-
sumed in the gas generator. This assumption is justified because
the gas generator uses platelet injectors that provide extremely
uniform mixing of oxygen, fuel, and water. In addition, bench-
scale tests recently made at the University of California at Davis
show an absence of hydrocarbons in the exhaust and only minor
concentrations of carbon monoxide. These results are in agree-
ment with predictions based on the use of the chemical kinetics
code Chemkin-II,@28,29#.

Pressure drops are considered negligible in all pipelines. Heat
transfer losses to the environment from lines connecting plant
components are also considered to be negligible. Heat losses to
the environment from heat exchangers are neglected. In a conven-
tional power plant, natural gas would be used instead of pure
methane. Natural gas typically may contain about 1% nitrogen.
Similarly, a commercial oxygen separation plant for this type of
application would produce an oxygen stream that contains about 1
to 2% argon. In this analysis, the contributions of the nitrogen and
argon in the turbine working fluid are neglected. Addition of ni-
trogen and argon to the working fluid mixture of steam and carbon
dioxide makes the convergence of the iterative computations more
complex. Studies show that these non-combustible gases do not

Table 1 Values of the parameters used in the base case simu-
lation of the zero-atmospheric emissions power plant

System Parameters Value

Preheater effectiveness 0.85
Condenser effectiveness 0.90
Intercooler effectiveness 0.85
Ambient temperature 288 K
Isentropic efficiency of the high-pressure
turbine

90%

Isentropic efficiency of the intermediate-
pressure turbine

91%

Isentropic efficiency of the low-pressure
turbine

93%

Isentropic efficiency of the compressors 85%
Efficiency of the water pump 85%
Efficiency of the electric generator 98%
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change significantly the efficiency calculations, but primarily
change the output power due to the change in molecular weight of
the working fluid.

The system of equations is solved with an iterative equation
solver, @22#, by using computer-based tables of properties for all
the substances involved~water, oxygen, methane, and carbon di-
oxide!. The thermodynamic properties of water were obtained
from the 1995 data of the International Association for the Prop-
erties of Water and Steam,@30#. Carbon dioxide properties were
obtained from a fundamental equation of state by Span and Wag-
ner @31#. Properties for methane were obtained from the 1991
equation of state by Setzman and Wagner@32#. Properties of oxy-
gen were obtained from Sonntag and Van Wylen@33#.

Table 1 shows the values of the system parameters used in the
analysis.

Results
Figure 2 shows the results for the base case power plant analy-

sis. Figure 2 shows pressures, temperatures and mass flow rates
for this power plant at more than fifty locations. In Figure 2,
power is given in kW, pressures in kPa, temperatures in K, and

mass flow rates in kg/s. The base case assumes a high-pressure
turbine with an inlet temperature of 1089 K~1500°F! and isentro-
pic efficiency of 90%. The intermediate-pressure turbine operates
at 1478 K ~2200°F! and isentropic efficiency of 91%, and the
low-pressure turbine operates at an inlet temperature of 998 K
~1336°F! and isentropic efficiency of 93%. Steam turbines oper-
ating at these temperatures are being designed by a major U.S.
manufacturer.

This power plant configuration has a net thermal efficiency of
46.5% and a net electrical output of 400 MW. The net thermal
efficiency is based on the lower heating value of methane, and
includes the energy required to separate oxygen from air and the
energy required to compress the carbon dioxide for underground
sequestration at a pressure of 14.5 MPa~2100 lb/in2!. This seques-
tration pressure is sufficient to inject the carbon dioxide either into
an oil zone for enhanced oil recovery, or into a subterranean aqui-
fer at an approximate depth of 1200 m~3937 ft!.

Figure 3 presents the net thermal efficiency of the power plant
as a function of two important power plant parameters: turbine
inlet temperature and turbine isentropic efficiency. Figure 3 shows
the efficiency advantage of being able to operate the power plant

Fig. 2 Zero-atmospheric emissions power plant data for base-case analysis. Notation: pressure—kPa,
temperature—K, mass flow—kg Õsec. Input Power Ä860.4 MW, LHV, electric power generated Ä528.2 MW,
parasitic power Ä128.2 MW. Net electric power Ä400.0 MW, net LHV thermal efficiency Ä0.4649.
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Fig. 3 Net thermal efficiency of the zero-atmospheric emis-
sions power plant as a function of inlet turbine temperature for
three values of turbine isentropic efficiency „95%, 90%, and
80%…. Data shown in this figure are obtained for the same inlet
temperature of both the high-pressure turbine and the
intermediate-pressure turbine.

Fig. 4 Net thermal efficiency of the zero-atmospheric emis-
sions power plant as a function of condenser pressure. The
data were obtained for the base-case conditions shown in Fig.
2 and Table 1. The high-pressure turbine inlet temperature is
1089 K „1500°F…, and the intermediate-pressure turbine inlet
temperature is 1478 K „2200°F….

Fig. 5 Irreversibilities in components of the zero-atmospheric emissions power plant. Input power
Ä860.4 MW LHV, electric power generated Ä528.2 MW, parasitic power Ä128.2 MW, net electric power
Ä400.0 MW, net LHV thermal efficiency Ä0.4649.
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with advanced-technology high-temperature turbines. The thermal
efficiency is close to 50% for 90% turbine efficiency and 1644 K
~2500°F! turbine inlet temperature. This is an excellent value con-
sidering that no regulated, or greenhouse gas emissions are emit-
ted into the atmosphere.

Figure 4 shows the effect of variations in the condenser pres-
sure on net plant thermal efficiency. Although lowering condenser
pressure will increase the power required to pump the water and
the carbon dioxide from the condenser, the increase in efficiency
of the Rankine cycle more than offsets this pumping power in-
crease, thereby giving a net increase in overall plant efficiency.

A second-law analysis,@34#, of the power plant was conducted
as a part of this study. Irreversibilities were calculated for all
components of the power plant, operating at the base-case condi-
tions ~Fig. 2!. Figure 5 shows the calculated irreversibilities in
kW. Figure 5 shows that the main source of irreversibilities is the
combustion process. This is typical of existing power plants. The
exergy lost in the gas generator and the reheater is 274 MW,
which is 32% of the total exergy fed into the power plant. This
irreversibility can be reduced by increasing the operating tempera-
ture of the gas turbine. However, this is difficult to accomplish
due to the limits of operating temperature of current turbine ma-
terials. The second most important source of irreversibility is the
air separation plant, where 54.4 MW of power is lost. This points
to alternative methodologies to cryogenic air separation as impor-
tant for improving the efficiency of this power plant. A possible
alternative methodology is ion transport membrane~ITM !. On the
other hand, little exergy is consumed in carbon dioxide separation
and sequestration. This process only generates 18.6 MW of irre-
versibility, which corresponds to 2.2% of the exergy input to the
system. This is one of the main advantages of this cycle: carbon
dioxide sequestration can be accomplished with little additional
work.

Finally, it is worth noticing that the capital cost of a typical
power plant accounts for more than half of the electricity cost.
Although plant efficiency is a major factor in the cost of electric-
ity generation, the reduced capital cost of the power plant de-
scribed in this paper will result in reduced electricity cost. The
reader is referred to previous publications,@8,9,35#, for electricity
costs per kWh and a comparison of the costs of the current tech-
nology with the electricity costs of combined cycle plants with
exhaust gas clean up.

Conclusions
This paper presents a thermodynamic analysis of a zero-

atmospheric emissions power plant. The simulation considers the
compression process of methane and oxygen to feed the gas gen-
erator and the reheater, a Rankine cycle with three turbines and
the carbon dioxide separation and sequestration processes.

The analysis predicts a 46.5% net thermal efficiency in a zero-
atmospheric emissions 400 MW power plant that can be con-
structed with turbine technology that is under current develop-
ment. The net thermal efficiency is based on the lower heating
value of methane, and includes the energy required to separate
oxygen from air and the energy required to compress the carbon
dioxide for underground sequestration. A thermal efficiency of
more than 50% is expected in a system that uses future high-
temperature turbine technology.

The separation and sequestration process of the carbon dioxide
demands only a small part of the auxiliary power of the system.
Current research and development of the air separation technology
is expected to reduce the energy required to separate oxygen from
air. This would increase the efficiency of the power plant.
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Nomenclature

cp 5 constant pressure specific heat, kJ/~kg K!
Ḣ 5 rate of absolute enthalpy~includes enthalpy of forma-

tion!, kW
LHV 5 lower heating value, kJ/kg

ṁ 5 mass flow rate, kg/s
P 5 pressure, kPa
Q̇ 5 heat transfer rate, kW
T 5 temperature, K
v 5 specific volume, m3/kg

Ẇ 5 power, kW
« 5 effectiveness~Intercoolers, preheaters, and condenser!
h 5 efficiency

Subscripts

a 5 actual
c 5 cold side in the heat exchanger

comp 5 compressor
h 5 hot side in the heat exchanger
in 5 inlet condition in the power plant component

max 5 maximum
out 5 outlet condition in the power plant component

s 5 isentropic process
t 5 turbine
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Thermal Characteristics
of Gaseous Fuel Flames Using
High Temperature Air
Recent advances on high temperature air combustion (HiTAC) have demonstrated signifi-
cant energy savings, higher and uniform thermal field, lower pollution, and smaller size of
the equipment for a range of furnace applications. The HiTAC technology has evolved
from the conception of excess enthalpy combustion (EEC) to high and ultra-high pre-
heated air combustion. In the HiTAC method, combined heat regeneration and low oxygen
methods are utilized to enlarge and control the flame thermal behavior. This technology
has shown promise for much wider applications in various process and power industries,
energy conversion, and waste to clean fuel conversion. For each application the flow,
thermal, and chemical behavior of HiTAC flames must be carefully tailored to satisfy the
specific needs. Qualitative and quantitative results are presented on several gas-air dif-
fusion flames using high-temperature combustion air. A specially designed regenerative
combustion test furnace facility, built by Nippon Furnace Kogyo, Japan, was used to
preheat the combustion air to elevated temperatures. The flames with highly preheated
combustion air were significantly more stable and homogeneous (both temporally and
spatially) as compared to the flames with room-temperature combustion air. The global
flame features showed the flame color to change from yellow to blue to bluish-green to
green over the range of conditions examined. In some cases hybrid and purple color flame
was also observed. Under certain conditions flameless or colorless oxidation of the fuel
has also been demonstrated. Information on global flame features, flame spectral emission
characteristics, spatial distribution of OH, CH, andC2 species and emission of pollutants
has been obtained. Low levels ofNOx along with negligible levels of CO and HC have
been obtained using high-temperature combustion air. The thermal and chemical behavior
of high-temperature air combustion flames depends on fuel property, preheat temperature,
and oxygen concentration of air. Waste heat from a furnace in high-temperature air
combustion technology is retrieved and introduced back into the furnace using regenera-
tor. These features help save energy, which subsequently also reduce the emission ofCO2
(greenhouse gas) to the environment. Flames with high temperature air provide signifi-
cantly higher and uniform heat flux than normal air, which reduces the equipment size or
increases the process material throughput for same size of the equipment. The high-
temperature air combustion technology can provide significant energy savings (up to
about 60%), downsizing of the equipment (about 30%), and pollution reduction (about
25%). Fuel energy savings directly translates to a reduction ofCO2 and other greenhouse
gases to the environment.@DOI: 10.1115/1.1610009#

1 Introduction
The principle conception of excess enthalpy combustion was

originated almost three decades ago for the combustion of low
heating value fuels@1#. In excess enthalpy combustion the thermal
energy released is fed back to the fresh reactants so that the tem-
peratures obtained with excess enthalpy combustion are much
higher than its counterpart with normal temperature air. However,
in high-temperature air combustion~HiTAC! technology high-
temperature combustion air at low oxygen concentration is used in
the combustion chamber. High temperature of the air is obtained
by preheating the air with the exhaust gases from a furnace or
reactor. The peak temperature in the flame zone is much reduced
with the use of diluted low oxygen concentration combustion air
even though the air is preheated to high temperatures. This low
oxygen concentration~or diluted! air is obtained from the exhaust
gases by recirculating part of the combustion products into the
incoming hot combustion air. The combustion air is preheated to
temperatures in excess of 1000°C, depending on the application,

using honeycomb-type or ceramic ball-type heat exchangers. Hon-
eycomb type heat exchangers are more effective than the ceramic-
ball type heat exchangers@1#. Most of the previous research ac-
tivities have been focussed on gaseous fuels, such as methane,
propane, liquefied petroleum gas~LPG!, and process gases,@1–9#.
The HiTAC technology has also been demonstrated to provide
significant benefits with other gas, liquid solid, and waste fuels,
@1–30#, for applications to various processes, and industrial and
power systems.

Combustion researches are always concerned with meeting
various industrial, societal, and national needs. An example of this
can be seen from the excess enthalpy concept that was used for
the combustion of low heating value fuels without using any aux-
iliary fuel. Global environmental problems, including acid rain,
particulate, ozone layer destruction, and global warming from
greenhouse gases, such as CO2 and methane, are now recognized
to cycle between atmosphere and the earth. Simultaneous require-
ments of both environment protection and energy conservation
require rapid development of combustion science and technology
for various applications. The science and technology of combus-
tion has made significant progress during the past century, in par-
ticular after World War II. For the furnaces area, HiTAC technol-
ogy has shown revolutionary demonstration for energy conserva-
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tion, reduction of pollution generation including NOx and CO2 ,
far uniform thermal field and higher heat flux than previously
possible, to give superior quality product,@10,30#. Higher heat
flux is due to increase of both convective and radiative heat trans-
fer. The increase in convective heat transfer is due to increased
flow velocity as well as higher and very uniform temperatures in
the entire combustion chamber.

In this paper, recent progress on HiTAC is first reviewed. Both
qualitative and quantitative data from flames are presented using
several different gaseous fuels. The major emphasis is placed on
~1! characteristics of these flames using CH4 , C3H8 , LPG, CO,
H2 , and C2H2 as the fuels,~2! role of highly preheated combus-
tion air having low levels of oxygen concentration~dilution of air
with nonoxidative gas, such as, N2 or CO2), ~3! formation and
emission of pollutants, in particular NOx , and~4! heat flux distri-
bution in flames. These data are obtained from laboratory scale
investigations.

In addition to the above, several other issues of interest include:
flow field, temperature distribution, efficiency, combustion stabil-
ity, and flame emissivity. Description of highly preheated air com-
bustion~HiTAC!, including the concept of excess enthalpy com-
bustion, is also provided. The motivations and objectives of
HiTAC are discussed so that the relationship between environ-
mental issues and energy conservation can be clarified. Recent
research progress on HiTAC in laboratory scale experiments are
then discussed which has, for most part, been centered on deter-
mining the structure of flames under various input and operational
conditions. Some experiences from field trials are also given. Nu-
merous field test demonstrations in industrial furnaces have shown
significant energy savings. The focus has been on~1! heat transfer
enhancement, which is affected by flow velocity and temperature
distribution ~for both convective and radiative heat transfer!, ~2!
flowfield, which affects the main motion of flame and the flame
volume occupied,~3! reaction mechanisms, which may be respon-
sible for the observed flame structure, and~4! pollution formation
and emission.

2 High-Temperature Air Combustion Technology
„HiTAC …

2.1 Motivation of HiTAC. Fossil fuels, such as, coal, oil
and gas, have been used by the society for millions of years.
These fuel sources have never been considered exhaustible until
recently. Rapid industrialization and growth of human society has
resulted in rapid utilization of natural resources on the earth. This
then leads to the reality that in the very near future the fossil fuels,
which encompassed our main energy consumption cycle, will run
out. Although the nuclear and solar energy may provide more
promise for future, fossil fuel cannot be quickly replaced for all
applications, at least in the near future because of their unique
advantages including mature utilization technologies, nonradioac-
tivity, safety, high conversion efficiency and cost effectiveness.
However, when one considers the negative impact of fossil fuels,
besides the limited reserves, concerns over environmental issues
is quite serious.

In this century more and more attention has been given to fossil
fuel utilization because of the problem of air pollution to the at-
mosphere. Pollutants such as CO, CO2 , NOx , hydrocarbons, soot
and particulate, metals, polycyclic aromatic hydrocarbons, diox-
ins, and furans have been on the priority list. Global warming is a
direct result of the greenhouse gases, such as, CO2 , NOx , and
methane.

In 1992 the United Nation Conference on Environment and
Development~the Earth Summit! provided global efforts to pro-
tect our environment. At the 1997 Kyoto protocol, efforts by many
developed countries were discussed to reduce carbon emissions by
7% below the 1990 level over the next ten years. High tempera-
ture air combustion technology provides an opportunity to achieve
this goal with significant gains from major energy consumption
sectors.

Thermodynamic considerations suggest that high temperature
combustion air increases flame temperature, combustion intensity
and efficiency, and heat transfer. However, with the usual air pre-
heat NOx will increase. Controlled combustion can reduce pollu-
tion emission, including NOx . Our focus is on reducing energy
consumption, and pollution formation and emission.

HiTAC is one of the most promising combustion techniques
that provide solution for energy savings and pollution formation
and emission. HiTAC is particularly attractive for processes that
require uniform temperature, and higher and uniform heat flux
distribution in the combustion zone. Controlled flame behavior
results in uniform thermal field, significantly lower emissions and
combustion noise, and smaller chamber size for processing the
same material or increased material throughput for same furnace
size. However, in order to explore further the full potential of
high-temperature air combustion technology, one must have good
understanding on the detailed structure of highly preheated air
flames so that the results can be translated to wide applications.

2.2 Benefits of Combustion With High Temperature Air

(1) Energy Saving. High-temperature air combustion tech-
nology uses regenerative heat exchangers to extract thermal en-
ergy from the waste gases in the combustion products. Ceramic
honeycomb or balls have been shown to provide good energy
storage heat media heat exchangers. Honeycomb-type heat ex-
changer is more effective than ceramic ball type as this provides
larger surface area, low-pressure drop and high efficiency. Ex-
haust gases from industrial furnaces and processes represent one
of the major heat losses from the system. The regenerative media
used in the HiTAC devices recovers large amounts of thermal
energy from the exhaust gases and transports it back to the com-
bustion zone. The amount of energy recovered translates directly
into fuel saving. In the ‘‘High Performance Industrial Furnace
Development’’ project,@2,30#, the objective was to demonstrate
significant energy savings~about 30%! using regenerative media,
reduce physical size of the equipment by about 25%, reduce pol-
lution emission~including CO2) by about 30%. This goal has
been successfully demonstrated using over 167 field demonstra-
tion tests,@19,21,30#.

(2) CO2 Reduction. The role of CO2 in global warming phe-
nomena is now widely recognized. The demands for reducing
CO2 emission are higher than ever before. All fossil fuels contain
carbon, which generate CO2 as a byproduct during the combustion
of carbon so that any efforts to reduce energy consumption will
directly translate to reduction of CO2 emission. Good correlation
between fuel consumption and CO2 production suggests that CO2
reduction should be nearly the same as energy saving,@30#.

(3) NOx Reduction. Emission of NOx is now known to be
responsible for the destruction of ozone layer in the upper atmo-
sphere. NOx ~NO, NO2 , N2O, N2O4 , N2O5 , etc.! involves the
complicated reaction mechanisms, which result in accelerating the
ozone depletion in the oxygen cycle on earth. Therefore, combus-
tion engineers have focussed their attention to develop various
strategies to reduce NOx emission and improve the combustion
process. HiTAC is one of the most advanced techniques because
of low levels of NOx formation and emission, significant energy
savings and uniform thermal properties in the entire combustion
space,@19,21,30#.

(4) Reduction of Equipment Size.Higher and far uniform
thermal field and heat flux distribution is obtained with HiTAC
technology as compared to any other known method for combus-
tion, such as, combustion with room-temperature air,@13,14,30#,
or air preheated to some moderate temperature using recuperators.
The ignition delay time is different as compared to that obtained
using room temperature air for combustion,@5,6#. This means that
many industrial combustion equipment has potential for reduced
size, better product quality from the process and material’s con-
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servation with high-temperature combustion air technology
@15,21,30#. Simultaneous realization of the above benefits was
considered impossible before. The unique flame features associ-
ated with HiTAC assists in utilizing this technology for wider
range of applications than initially envisioned,@10,30#.

3 Basic Principle of HiTAC Technology

3.1 Thermodynamic Consideration of Combustion Pro-
cess. Flame temperature is one of the important factor for con-
sidering combustion efficiency and energy conversion efficiency.
Weinberg@1# provided initial concept of excess enthalpy combus-
tion. In his study, limitations on combustion temperature were
discussed, including both positive and negative factors associated
with combustion temperatures in a certain range. Heat circulation
from the exhaust gases, using high-efficiency heat exchanger, was
adopted in order to increase the combustion temperature thus al-
lowing the combustion of low heating value fuels that could oth-
erwise not be combusted without using auxiliary fuel. However,
combustion engineers have to pay attention to the upper limit of
combustion temperature because of materials constraints used in
the equipment and/or pollution formation at higher temperatures,
in particular NOx . Various possibilities on enthalpy intensification
have been described,@2#. From the economic point of view, it is
of course better to use thermal energy generated by combustion
process itself to heatup the oxidant or fuel, which is often of
low thermal energy, than via the use of electrical or mechanical
energy.

The amount of combustion-generated energy circulated into the
combustion process is given as,@1#,

E
T0

Tt

CpdT5Qc1Qa5Ht2H0

whereTf is the final temperature,T0 is the initial temperature,Qc
is the heat release by chemical energy conversion,Qa is the en-
ergy added, andH t and H0 are the enthalpy at two states. The
circulation part of thermal energy from combustion-generated
products will increase the combustion temperature so that en-
thalpy of the reaction zone will be above the conventional com-
bustion level. This has resulted in the use of term called ‘‘excess
enthalpy combustion.’’

Increase in thermodynamic efficiency must be coupled with
other desirable characteristics, such as low NOx formation, reli-
ability of the equipment and refractory material, and spatial uni-
formity of temperature. Nonetheless the heat circulation and ex-
cess enthalpy methods provide new light on next generation of
advanced energy conversion technology and combustion chamber
design. This method provides new ideas to control temperature in
the combustion zone. The method is independent of the fuel com-
position, and can simultaneously satisfy the demands of high-
combustion intensity and reduced pollutant formation from fuels,
including low-grade fuels.

3.2 Basics of Excess Enthalpy Combustion Design.Ex-
cess enthalpy combustion can be realized by internal or external
circulation or their suitable combination. In all cases the heat cir-
culation strategy is adopted for combustion improvement, see
Table 1. Most designs for internal heat circulation use bluff body,
porous media or swirl to the flow. Most of these are aimed at
flame stabilization,@16#, and are very effective. Advanced meth-
ods are being sought for increased concern on pollution reduction
and energy conservation. Internal heat circulation relies on heat
convection and species circulation so that pool of hot and active
radicals in reaction zone can be maintained, which also assists in
flame stabilization.

The external circulation methods use heat exchanger to transfer
the thermal energy via conduction between combustion products
and solid media so that heat can be exchanged to the cool reac-
tants. Most of the enthalpy contained in hot combustion products
can be recirculated back to the combustion process. This allows
one to utilize much of the waste energy for flame stabilization,
control the reaction process, and achieve desirable composition.

3.3 Application of Excess Enthalpy Combustion in High-
Temperature Air Combustion „HiTAC …. Thermodynamic con-
siderations suggest that preheating the oxidant to very high tem-
peratures~not fuel due to possible fuel decomposition and safety!
increases the cycle thermal efficiency. Air preheats add enthalpy
to the combustion zone. From the point of pollutant formation,
especially NOx , high temperature of combustion has been recog-
nized to be one of the most important parameter for high levels of
NOx emission. This then requires method to control the emission
of NOx . One method of maintaining the same temperature in the
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combustion zone is to dilute the incoming combustion air with hot
combustion products to cause MILD combustion condition. Par-
tial recirculation of hot products into the incoming combustion air
dilutes the inlet concentration of oxygen in the air. This diluted air
will lower the peak flame temperatures and also lower the oxida-
tion of N2 . Further examples of this depiction are given in Refs.
@2#, @4#, @17#, @30#.

Efforts made by Nippon Furnace Kogyo Kaisha Ltd.~NFK!
starting from the early 1990s, under the leadership of late Presi-
dent Ryoichi Tanaka of NFK, were focused on efficiency and
pollution from furnaces and boilers. The goal was to demonstrate
significant pollution reduction from industrial furnaces~by about
25%!, enhance efficiency and achieve fuel energy savings~by
about 30%!, and reduce equipment size~by about 25%! using
honeycomb-type regenerative burners that can be classified to op-
erate using excess enthalpy principles. In the North American de-
sign, ceramic balls have been used in the regenerators to preheat
the combustion air with hot gases exiting the furnace. The use of
ceramic balls in a packed bed provided higher combustion air
temperatures; however, the regenerator efficiency is not so high as
compared to honeycomb-type regenerator. Nonetheless the air
preheat temperatures were much higher than those achieved pre-
viously with the use of recuperators. In the high-temperature air
combustion~HiTAC! technology of NFK a honeycomb-type re-
generator is used. The honeycomb regenerator is much more com-
pact than a bed packed with ceramic balls, have high specific
surface area, low thermal inertia and provides very low-pressure
drop, @2,15#. In the HiTAC technology low oxygen concentration
air at high temperatures is used for combustion air. In conven-
tional burners increasing the air preheat temperature increases
NOx emission levels. However, with high temperature combustion
air the temperature of combustion gases in the furnace or reactor
is small ~only about 50 to 100°C above the incoming high-
temperature combustion air!. The oxygen concentration in the
combustion air is very low~only about 2 to 5% by volume, de-
pending on the application!. Under these conditions the thermal
field in the combustion zone is very uniform,@14,29,30#. The peak
temperatures in the combustion zone are suppressed to result in
very low NOx emission levels. The heat flux from the flame with
high-temperature combustion air is also very high,@13,14,30#. A
schematic diagram of the flame and heat flux distribution with
normal temperature air and high-temperature combustion air
~called HiTAC flame! is shown in Fig. 1. The HiTAC flame results
in very uniform thermal field, and uniform and high heat flux in
the combustion zone.

Major thrust in all kinds of furnaces used in melting, reheating,
soaking, heat treatment, boilers, etc., is to reduce product costs

and improve product quality. Fuel costs represent a major cost
element in furnace operation. Furthermore the furnace design
must also offer low pollution. Treatment of exhaust gases to re-
duce pollution emission is not desirable as this increases the capi-
tal investments of the equipment in addition to the added equip-
ment maintenance. Combustion with high temperature air
provides a practical solution.

Most of the studies on HiTAC flames have been carried out
using gaseous fuels~LPG, propane, methane, and low heating
value gases!. Recently, some studies have also been carried out
using heavy fuel oil,@18#, light oils, @14#, and solid-waste fuels,
@11#. The fundamental studies conducted provide an insight on the
thermal, chemical, and fluid dynamical behavior of the flames,
@17,20#, while the applied research provide optimal utilization of
the technology for some specific application, e.g., heating, melt-
ing, heat treatment, soaking, boiler,@19–21,30#.

Fig. 2 A schematic diagram of the experimental test facility

Fig. 1 A schematic diagram of flame and heat flux distribution in a furnace
with low temperature combustion air, high temperature air, and HiTAC combus-
tion conditions
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4 Flame Characteristics With High Temperature Air

4.1 The Experimental Facility. A high-temperature air test
furnace facility, developed and built by NFK, Japan, has been
used to determine the characteristic features of flames produced
with high temperature combustion air~HiTAC flames!, see Fig. 2.
The two main components of the facility are: furnace section and
control unit. The furnace has two combustion chambers; each
equipped with a ceramic-type honeycomb regenerator at upstream
section of the respective burners. Each combustion chamber in the
furnace is equipped with a burner~one each for the two combus-
tion chambers!, each firing section A and B of the furnace, respec-
tively, in some sequence. The other component is the computer
control unit with flow and switching sequence controllers. Further
details on this test facility are given in Ref.@2#. When burner in
furnace section A is firing, heatup fuel at ambient temperature is
supplied to burner A. The hot gases from furnace section A heat
up the regenerator located at upstream section of burner B, before
the gases are exhausted to the environment. After a prescribed
time duration ~about 30 s! the system is switched so that the
burner in chamber B is firing and the regenerator located upstream
of the furnace section A gets heated. The regenerators therefore
act as thermal heat storage for the gases released from the two
furnace sections. The exhaust gases, after passing through the re-
generator, are released to the environment via a four-way valve.
The above process is repeated again with the burner A firing while
the regenerator B gets heated up. By repeating this cycle several
times, more and more heat is stored in the regenerators. When the
desired temperature of the regenerator is achieved the desired
composition of air is passed over the regenerator. This air gets
heated up to the desired high temperature after passing through
the regenerator. The air with this facility can be heated to tem-
peratures close to the furnace temperature. The test fuel is then
introduced into section A of the furnace to examine the flame
characteristics.

4.2 Flame Stability and Characteristics. The flame char-

acteristics of propane fuel and high temperature combustion air
have been examined in the test furnace facility using several ad-
vanced diagnostics. The flame stability limits as a function of
air-preheat temperature and oxygen concentration in air is shown
in Fig. 3. The flame stability limits increase significantly at high
air preheats. It is to be noted that very wide flame stability limit
occurs even with low oxygen concentration air. Under HiTAC
conditions~high temperature and low oxygen concentration! the
flame stability are infinite. The results also suggest that it is pos-
sible to use exhaust gases from a furnace as oxidant since these
gases often contain several percent of oxygen.

The flame structure was found to depend on air preheat tem-
perature and oxygen concentration. The diagnostics used here in-
clude direct flame photography, spectrometry, gas analyzers for
NOx , CO, CO2 , and hydrocarbons, and flame signatures for OH,
CH, C2 using ICCD camera fitted with narrow band filters. In this
paper experimental data on several non-premixed gas-air flames
are presented using high-temperature combustion air.

Fig. 4 Flame photographs with combustion air temperature of
1100°C and O2 concentration „from left to right … of 21%, 8% and
2% „nitrogen as dilution gas …

Fig. 3 Stability limits of propane flames at high temperature and different oxygen concentration in air
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The regenerator can preheat the incoming combustion air to
temperatures in excess of 1100°C. Furthermore, it is possible to
dilute the air with any gas or gas mixtures thus simulating exhaust
gas recirculation~EGR!. The fuel was injected via a fuel nozzle
~about 1 mm diameter! in a direction normal to the preheated
airflow so that the initial mixing between the fuel and air is in the
form of jet in cross-flow. This form of jet mixing is known to be
very efficient. The momentum of the gas jet was maintained con-
stant when examining other gaseous fuels. For a constant cross-
flow ~hot air! the Patrick number~momentum ratio between the
two jets! was thus maintained constant. This then means constant
mixing between various cases. The oxygen concentration in the
air was varied from 21%~normal air! down to about 2%. Thus the
equivalence ratio was varied fromf50.83 ~with 2% O2) to f
50.079~with 21% O2) for the propane-air flames examined here.
This provided similarity in mixing between the fuel and air. The
equivalence ratio was, therefore, different between fuels for the
same oxygen concentration. As an example, changing the fuel
from propane to methane and maintaining the same momentum of
the fuel jet changed the equivalence ratio to 0.3~for 2% O2 in air!
and 0.03~for 21% O2). All the results presented are with constant
fuel jet momentum, and hence the Patrick number.

The combustion air supplied to the test section of the furnace
was preheated to temperatures ranging from 900°C to 1100°C
with oxygen concentration ranging from 21%~normal air! to 2%
~diluted air!. Flame photographs were obtained with a still camera
using short exposure times. From the flame photographs the flame
area and flame color was analyzed using a computer program.
Propane flame photographs with air preheat temperature of
1100°C and oxygen concentration of 21, 8, and 2% in combustion
air are shown in Fig. 4. The overall equivalence ratio,f, of these
flames are 0.079, 0.21, and 0.83, respectively. These flames show
several distinct colors~yellow, blue-yellow, and green!. Under
certain conditions colorless flame~flameless oxidation of fuel! has
also been observed,@3,5,22,30#. The green color observed for pro-
pane flames at low oxygen concentration and high air-preheat
temperatures has not been observed before. Furthermore the green
color was not observed with methane fuel over the range of con-
ditions examined,@3,10,12,22#. This suggests significant role of
fuel property on the flame thermal signatures and heat transfer
characteristics.

The size and color of these flames depend on air preheat tem-
perature and oxygen concentration~or the amount of gas recircu-
lation! in the combustion air. In addition it also depends on the

fuel property,@3#. All flames showed very different flame structure
as the air-preheat temperature was increased and the oxygen con-
centration in air was reduced from 21% to less than 5%. The flame
volume was found to increase with increase in air preheat tem-
perature and decrease in O2 concentration in the combustion air.
At any fixed temperature, the total flame volume decreased with
increase in oxygen concentration from 2%~lowest value exam-
ined here! to 21%. No yellow color flame was found at tempera-
tures below 950°C and oxygen concentrations below 15%. The
size of blue color region in the flame decreased with increase in
oxygen concentration~up to about 15%! and temperature. The
flames were of blue color for air preheats temperature between
900° to 950°C and O2 concentrations between 5 to 15%. For very
fuel-lean mixtures at high air preheat temperature~1100°C!, the
luminosity of the flame~and hence the heat flux! was found to be
very high. Further discussions on flame features are given in Refs.
@3#, @10#, @21#, @30#.

At high air-preheat temperatures and low oxygen concentration
of about 2–5% in air, the flame was found to of green color. The
green flame color pronounced at higher air preheats and low oxy-
gen concentration in the combustion air. This suggests high levels
of C2 species~swan band! produced from within the flames under
these conditions. The results in Fig. 4 also show a dramatic in-
crease in the flame volume under conditions of low oxygen con-
centration and high-temperature combustion air.

No flame color could be observed at very low O2 concentration
in air ~less than about 2%!. We describe this condition as colorless
or flameless oxidation of fuel~also called FLOX!. The nature
of the species formed under colorless condition requires further
examination. Determination of pertinent species under colorless/
flameless oxidation conditions will allow one to determine the
mechanistic pathways of the fuel undergoing chemical reac-
tions. The fuel chemical property has a significant effect on
the flameless oxidation of fuel,@3,21–23,30#. The thermal and
chemical behavior of flameless oxidation condition requires fur-
ther examination.

The extent of change to the flame color was obtained by using
a specially developed computer program sensitive to color in
flame photographs. The program allowed determination of flame
length and volume associated with different colors in the flame.
The results on the effect of oxygen concentration in air are shown
in Fig. 4, while that for the air preheats temperature are shown in
Fig. 5. The yellow color of the flame volume increases with in-
crease in O2 concentration in the air. Over the range of tempera-

Fig. 5 Increase in green flame volume with decrease in O 2 concentration and
increase in air-preheat temperature
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tures examined, the increase in flame temperature increases yel-
low fraction of the flame at high O2 concentrations in air. Figure 5
shows that flame volume associated with green color of the flame
increases rapidly at O2 concentrations less than 5% in the com-
bustion air. Similarly the flame volume associated with other col-
ors in the flame was determined. The flame radiation associated
with different flame colors is different. In some applications high
radiative heat flux is desirable while for others it is not. The flame
standoff distance from the nozzle exit~ignition delay! was found
to decrease with an increase in air-preheat temperature. The infor-
mation presented here, therefore, assists in providing design
guidelines on the use of high-temperature air combustion~Hi-
TAC! technology for various applications,@28#. Further recent
activities on HiTAC technology include the clean gas energy con-
version from solid wastes, biomass, coals and low-grade fuels,
fuel reforming, and utilization of clean gas energy in stationary
gas turbine combustion,@30#.

4.3 Emission Spectra. The spatial distribution of C2 , OH,
and CH emission from within the flames, obtained using a ICCD
camera and narrow-band optical filter, appropriate for the desired

specie to be detected, showed significant effect of oxygen concen-
tration and air preheats temperature on the spatial distribution of
above species in flames,@3,5#. At high air preheats and low oxy-
gen concentration the propane flame had two high regions of C2
concentration,@3,5#, both regions being near to upstream portions
of the flame. With increase in oxygen concentration in combustion
air the flame structure became more symmetrical. It was observed
that flame fluctuations were negligible at high air preheats and low
oxygen concentration combustion air,@4,14,17,27,29#. Quantita-
tive data on flame fluctuation at high air preheats and low oxygen
concentrations are given in Refs.@23#, @24#, @29#.

Emission spectra of various species in HiTAC flames have been
determined for different operational conditions at selected posi-
tions in the flames. Sample results with 4% O2 concentration and
air preheats of 970°C, 1030°C, and 1100°C taken at one location
in the flame (X53 cm andY51.5 cm) are shown in Fig. 6. These
results correspond to simulated exhaust gas recirculation~EGR! of
426%. These results were obtained using a spectrometer by scan-

Fig. 7 Emission of NO x as a function of air-preheat tempera-
ture and O 2 concentration in air using propane as the fuel „ni-
trogen as the dilution gas …

Fig. 8 Emission of NO x as a function of air-preheat tempera-
ture and O 2 concentration in air using carbon monoxide as the
fuel „nitrogen as the dilution gas …

Fig. 6 Flame emission spectra at one point in the flame „xÄ3 cm and YÄ1.5 cm … and three air-
preheat temperatures „nitrogen as the dilution gas …
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ning the flame in 100 nm wavelength intervals in order to provide
enhanced resolution. Thus, one flame condition required five
scans for 250–750 nm ranges. No significant species were found
beyond 750 nm for the examined flames. The results show a sig-
nificant increase of OH, CH, C2 , and H2O emissions with in-

crease in air preheats temperature. The relative amount of various
species present at other positions in the flame was different. Glo-
bal observations of the flame showed change in flame color from
blue to bluish-green to green with increase in air preheat tempera-
ture at low oxygen concentration in air. This is attributed to the

Fig. 9 Heat flux variation along the flame using propane as the fuel, Tair
Ä1000°C „sensor at 6.5 in. from the center axis of flame …, arbitrary unit of heat
flux
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increase of C2 emission. At 516.5 nm the increase factor is 1.9
from 970°C to 1030°C and 2.4 from 970°C to 1100°C. Similar
results were found for other species,@5#. The green color of
the flame is directly attributed to the increase of C2 ~swan band!
emission. The ratio of CH and C2 is important as this directly
relates to the change of flame color from blue to green. Further
downstream of the flame negligible amounts of CH and C2 species
were detected.

4.4 NOx Emission. In order to determine whether high-
temperature combustion air would adversely affect pollution emis-
sion, measurements were made of various gaseous species. Figure
7 shows the NOx emission levels for propane flame as a function
of air preheats at 15, 8, and 2% O2 concentration in air. The
emission of NOx increases with air preheats temperature under
normal combustion conditions. This was also true for HiTAC con-
ditions but the rate of increase was small. Very low NOx emission
is observed under high temperature and low oxygen concentration
combustion conditions. NOx emission at air preheat temperature
of 1150°C decreased from 2800 ppm at 21% O2 to 40 ppm at 2%
O2 . The emission of CO and UHC was negligible~below the
detection limits!. Figure 8 shows low NOx emission with CO as
the fuel. In general, therefore, HiTAC conditions results in low
NOx emission.

4.5 Heat Flux Distribution. The uniformity of heat flux
distribution from within the flames was determined for a range of
experimental conditions. The variation of heat flux along the

flame for three O2 concentrations of 21%, 8%, and 2% is given in
Fig. 9. The corresponding flame photographs and the measure-
ment locations are also shown in the figure. The results show very
uniform heat flux distribution from the flames. The actual value of
heat flux at each position in the flame may not be precise, as the
measured results require calibration. Nonetheless the distribution
of the heat flux in the flame will remain unchanged. The results
were also obtained with normal air temperature and O2 concen-
tration. The distribution of heat flux showed a bell shaped curve,
having low value near to the burner exit, peaked downstream of
the burner exit, and then decayed further downstream from the
burner exit. Furthermore, the absolute value was much lower than
that found for the HiTAC flames. High heat flux in HiTAC flames
is due to high velocity of the air in the test section, which in-
creases the convective heat flux. In addition the radiative heat flux
is higher due to enhanced radiation heat flux from the furnace
walls. It can, therefore, be concluded that the heat flux from Hi-
TAC flames is much higher and uniform. This can be translated to
uniform heating of the material to be heated and reduced energy
requirement.

4.6 Effect of Fuel Property on Global Flame Characteris-
tics. Several different fuels have been examined to determine
the effect of fuel property on the flame characteristics. Sample
results with methane and acetylene fuels are given in Figs. 10 and
11, respectively. Two different gases for diluting the O2 concen-
tration in combustion air are nitrogen and CO2 . For all cases the
fuel jet momentum was held constant to provide similarity in mix-

Fig. 10 „a… Methane flame photographs with combustion air temperature of 1000°C and
oxygen concentrations „from left to right … of 21%, 8%, and 2%, respectively „nitrogen as dilu-
tion gas …. „b… Methane flame photographs with combustion air temperature of 1000°C and
oxygen concentrations „from left to right … of 21%, 8%, and 2%, respectively „carbon dioxide as
dilution gas ….
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ing patterns between fuel jet and cross flow. The flame features of
methane and acetylene fuels are much different than those ob-
served for propane flames. The results also show that the dilution
air significantly affects the flame features. In all cases a larger
flame volume is observed under HiTAC conditions. The results
showed flameless oxidation conditions under certain HiTAC con-
ditions using methane as the fuel. Both the fuels provided no
evidence of the presence of green color flame for the range of
conditions examined. This suggests that the combustion mecha-
nism is much different with different fuels. Flameless oxidation
with methane as the fuel has been observed,@3#. Flame spectra
measurements with methane fuel showed no pronounced peaks at
the swan band.

5 Applications of Combustion With High Temperature
Air

Most of the HiTAC technology efforts so far have been for
furnaces, boilers and waste fuels,@30#. The technology has tre-
mendous potential for many other applications. Some of the near
term applications include:

• furnaces used for melting, heat treatment, soaking, petro-
chemical reforming heater, glass melting, steel reheating, pro-
cess heater, aluminum melter, drying, boilers, ceramic heater,
and domestic boilers and heaters.

• waste incineration/waste thermal destruction of solid and liq-
uid wastes including wastes produced from municipal, indus-
trial, yard, animals, and chicken. The technology is attractive
for gasifying wastes, biomass fuels, and mixed wastes so that
the gaseous fuel produced is clean and environmentally be-
nign energy. High temperature steam gasification provides
further benefits of higher heating value, higher hydrogen con-
tent, and destruction efficiency.

• fuel reforming and energy transformation to cleaner fuels for
use in fuel cells, and other propulsion and power applications.

• power production using micro-gas turbines with the combus-
tion of low to medium gas produced from wastes.

• destruction of odors and certain pollutants.
• production of nano-materials.

Further systematic fundamental and applied studies will allow
further insights into the HiTAC technology. It is anticipated
that additional applications will evolve with further R&D ef-
forts on high temperature air combustion technology. Several
efforts are now in place on the use of light and heavy fuel oils
and solid fuels. They have provided useful insights for practical
applications.

6 Summary
Recent developments on high-temperature air combustion have

shown significant potential of HiTAC technology. The green flame

Fig. 11 „a… Acetylene flame photographs with combustion air temperature of 1000°C and
oxygen concentrations „from left to right … of 21%, 8%, and 2%, respectively „nitrogen as dilu-
tion gas …. „b… Acetylene flame photographs with combustion air temperature of 1000°C and
oxygen concentrations „from left to right … of 21%, 8%, and 2%, respectively „carbon dioxide as
dilution gas ….
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color observed with propane and certain other fuels occur only
under certain conditions. Fuel property has a significant effect on
the flame thermal and chemical signatures. The green flame color
with propane fuel increases with increase in air preheats tempera-
ture and decrease in oxygen concentration. The observed yellow
flame color was found to increase with increase in temperature
and oxygen concentration in air. This is contrary to that observed
for normal combustion conditions. Blue flame color predominates
at air preheat temperature of up to 1000°C and O2 concentration
from 5 to 15%. The flame size increases with decrease in oxygen
concentration and increase in air temperature. The flame standoff
distance from the nozzle exit~ignition delay! was found to de-
crease with an increase in air preheat temperature. The emission
of NOx was significantly lower at high temperatures and low oxy-
gen concentration air as compared to normal combustion air at
low temperatures. Flameless oxidation of the fuel~colorless
flame! has been observed under certain conditions. Thermal uni-
formity of flame is significantly enhanced at high air preheats and
low oxygen concentration of air. Flame signatures can be signifi-
cantly changed with changes in EGR, air preheats and O2 concen-
tration in air. This allows one to design and develop high tempera-
ture air combustion technology for various applications. The heat
flux distribution from flames with high temperature air is much
higher and uniform than those obtained with normal temperature
air. High heat flux and energy recovery from the exhaust gases
results in significant energy savings. Some of the near term poten-
tials of this HiTAC technology presented here reveals significant
future applications of this technology.
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Two-Dimensional Spectroscopic
Observation of Nonluminous
Flames in a Regenerative
Industrial Furnace Using Coal Gas
Thermal and chemical characteristics of the flames obtained from an industrial size re-
generative combustion furnace have been obtained spectroscopically. The combustion
characteristics of diffusion or premixed flames in the regenerative high-temperature air
combustion facility have been examined using coal gas as the fuel. The fuel gas compo-
sition consisted of H2 , hydrocarbon, CO, and N2 . Monochromatic images of the flames
have been observed in the emission mode using a CCD camera fitted with an optical band
pass filter at the desired wavelength. The two-dimensional temperature distribution in the
furnace has been determined using the two-line method by utilizing the Swan emission
bands from within the flame. The emission intensity profiles of NO, as well as OH and CH
radicals have also been observed spectroscopically. The results showed quite uniform
two-dimensional temperature distribution and emission intensity of OH and CH radical
species for the diffusion flame case as compared to the premixed case using high-
temperature combustion air. The premixed flame case showed high local values and large
fluctuations in the combustion zone for both emission intensity and temperature distribu-
tion. The temperature distribution of soot particles in the premixed flame was also deter-
mined using the two-color optical method. The results showed high local value of tem-
perature, similar to that found for the gas temperature using signatures for C2 species at
two different wavelengths. In contrast the distribution of temperature for soot particles
was different. The location of the maximum soot temperature shifted to downstream po-
sitions of the flame as compared to the maximum gas temperature regions measured from
the C2 species. The experimental results are discussed in conjunction with those obtained
from the heat simulation analyses.@DOI: 10.1115/1.1610010#

Introduction
Recovery of heat from the exhaust gases in any energy conver-

sion plant is important from the point of view of system effi-
ciency, energy conversion, environmental problems, and costs.
Thermal energy loss from the stack of a plant represents one of
the major energy losses from any kind of power plant. Therefore,

any efforts to recover energy from the stack gases translate di-
rectly into an increase in efficiency of the power plant and subse-
quent energy savings and costs to operate the power plant. The
conventional approach has been to recover some of this thermal
energy from the stack using a recuperator that is then used to
preheat the combustion air for use in the power plant to combust
the fuel. However, the degree of air preheats achieved using this
method is rather small so that the efficiency gains of the plant are
rather small. Recently significant attention has been given in the
steel and aluminum industry to recover heat from the exhaust
gases as this industry is quite energy intensive. The basic idea of
the combustion technology with high temperature air is to recover
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most of the energy from the stack gases prior to their discharge to
the atmosphere and combust the fuel with very high-temperature
combustion air that contains very low oxygen concentration under
controlled conditions,@1–10#. In industrial furnaces, the waste
heat recovered from the stack gases can be utilized to preheat the
combustion air, which subsequently results in significant savings
of energy. Furthermore, uniform thermal characteristics are ob-
tained in the combustion zone using high temperature air at low
oxygen concentration.

Recent developments in regenerative combustion systems using
high-temperature combustion air have resulted in significant im-
provement of efficiency and lower emission of pollutants, includ-
ing NOx , noise, and CO2 , from many different kinds of industrial
furnaces and heating systems,@1–7#. Comprehensive information
on the combustion science and technology using high-temperature
air is provided in the recently book on this subject,@1#. It has been
reported that combustion with very high air preheats, up to 1500
K, the temperature distribution in the furnace becomes very uni-
form. The high and uniform temperature distribution in the fur-
nace gives higher heating capacity of the industrial furnaces,
@1,3,5#. The high temperature air is generated efficiently by recov-
ering heat from exhaust gases of the furnace using high-efficiency
regenerators. In addition high heat flux is obtained due to high
velocity of the gas flow. This enhances convective heat transfer
and reduces the time available for NOx formation in the combus-
tion zone. Since the temperature in the combustion zone are low
and very uniform, the formation of thermal NOx is suppressed.

Combustion with high temperature air having normal 21% oxy-
gen concentration results in high levels of NOx emission because
of the high flame temperatures caused by higher enthalpy of the
combustion air. It is to be noted that NOx emission increases ex-
ponentially with temperature so that at higher flame temperatures
~above 1500 K! the thermal NOx emission levels are significantly
increased. At higher temperatures the thermal NOx increases sig-
nificantly so that if one were to use air preheat temperatures in
excess of 1000°C the thermal NOx formed will be excessive. In
order to overcome this problem of increased NOx , highly pre-
heated combustion air containing low oxygen concentration
~sometimes also called diluted air! is used, where fresh combus-
tion air is mixed with the exhaust gases prior to its introduction
into the combustion chamber. The use of low oxygen concentra-
tion combustion air suppresses the local increase in combustion
temperatures. Furthermore, the combustion volume expands due
to the decrease in reaction rate. The combined effect results in
decreased NOx emission levels. In addition, highly preheated air
extends the lower flammability limit of the flame for a given fuel-
air mixture so that stable flame can be obtained at extremely lean
mixtures without the use of any auxiliary fuel or additional ther-
mal energy. The results obtained with high temperature combus-
tion air show very wide flame stability limits,@1,4,5,8,9#.

Recently, regenerative burner systems have been developed that
use honeycomb-type heat exchanger for efficient heat recovery
from the exhaust gases. The honeycomb heat exchangers possess
many fold superior heat exchange characteristics as compared to
the ceramic ball type heat exchangers,@3–5#. The regenerative
combustion system utilizes high-temperature air at low oxygen
concentration for combustion so that the temperature rise from
combustion and peak temperatures in the combustion zone is
small. This type of combustion system has been shown to provide
very low NOx emission levels as compared to the conventional
combustion system using normal air and temperature,@1–3#. In
addition the noise levels from flames using high-temperature air
for combustion are very low since the combustion occurs under
mild conditions. The temperature and heat flux distributions in the
furnace are very uniform. Results obtained with this technology
from many field test studies have clearly demonstrated the multi-
fold advantages of high-temperature air combustion technology.
Some of the advantages include: high and uniform heat flux dis-
tribution in the furnace, low noise emission levels~quieter flame!,

reduced NOx emission levels~in excess of 25%!, significant en-
ergy savings~in the range of 10 to 60%! as compared to conven-
tional furnaces, reduced size of the furnace or higher throughput
of the material for the same size of the furnace~about 25%!, and
reduction of CO2 emission due to reduced fuel consumption,
@1,3#.

In this study, diffusion and premixed flames produced with the
combustion of coal gas~consisting of H2 , hydrocarbon, CO, and
N2) in highly preheated combustion air have been examined in an
industrial size test furnace using regenerative combustion process.
The data have been obtained for temperature, NOx , and several
radical species concentration using nonintrusive spectroscopic
technique. The spatial distribution of emission from the radical
species and C2 vibrational temperature has been obtained by mea-
suring the monochromatic two-dimensional images of the flames.
The soot temperature distribution from the luminous premixed
flame was also measured with the two-color optical method. The
soot temperature was compared with the gas temperature distribu-
tion obtained from the intensity measurement of C2 species. The
results are discussed in conjunction with combustion and heat
transfer characteristics.

Experimental

The Test Furnace. The combustion furnace facility used in
this study was equipped with a pair of regenerative burners and
had a test section of 4 m wide, 3 m high, and 8 m long. Figure 1
shows a schematic of the regenerative burner, which incorporates
a honeycomb-type regenerator. The function of this regenerator is
to extract thermal energy from the exhaust gases prior to their
discharge to the atmosphere. This thermal energy is then fed back
into the furnace section. The regenerative burners~in pair! are
placed at the two opposite sidewall of the furnace. These regen-
erative burners operate in pair so that when one burner is firing the
honeycomb in the other burner gets heated up to store the thermal
energy from the exhaust gases emanating from the first burner
prior to the discharge of gases to the atmosphere.

The operational principles of regenerative burners involve fir-
ing of one of the regenerative burners while the other burner
serves to exhaust gases from the test section. This then heats the
regenerator located in the second burner that also allows exiting
the waste gases from the furnace. The combustion between the
two pair of burners is switched at a preselected time interval~ev-
ery 30 seconds! so that after this time duration the combustion
occurs from the other~second! burner and the gases pass through
the regenerator located in the first burner. The regenerator in the
first burner thus heats up. This regenerator therefore serves to

Fig. 1 A schematic diagram of the regenerative burner
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extract the thermal energy from gases and then allow the gases to
exit. The burner has a central port that allows admission of the
highly preheated air to the combustion zone.

The facility incorporates two types of fuel injection ports into
the burner. The fuel injection port F1 is for premixed combustion
while port F2 is for diffusion combustion. Figure 2 shows a sche-
matic diagram of these ports. The diffusion mode F2 nozzles are
designed so as to retard mixing between the fuel and highly pre-
heated combustion air injected from the central port. When the
combustion air passes through the honeycomb regenerator, it is
preheated to a temperature close to the gas temperature exiting
from the test furnace. The furnace dimensions thermal rating of
the burner, typical inlet velocities associated with highly pre-
heated combustion air and fuel are listed in Tables 1 and 2.

Coal Gas Fuel. The fuel gas used in this study was a mixture
of several gases that represent characteristic composition of coal
gas and thus referred to here as ‘‘coal gas.’’ The coal gas is pro-
duced as a byproduct during the steel making process. The com-
position of the fuel, given in volume percent, is given in Table 3.
The heating value of the fuel is estimated to be 11.9 MJ/m3. The
flow rates of air and fuel were kept constant throughout the ex-
periments. The normalized air to fuel ratio was regulated at 1.15
so that the mixture contained 15% excess air. For these combus-
tion conditions the flame was found to be nonluminous. The flame
luminosity, length, and volume depend on the thermal conditions,
fuel property, and firing conditions.

Spectroscopic Observation. The furnace was heated so that
steady-state conditions were achieved in the furnace prior to per-
forming any tests. After the furnace temperature reached the
steady-state value, the spectroscopic observations of the flames
were made in the test section of the furnace. These flames were
observed with a 12-bit CCD camera~Santa Barbara! fitted with
narrow band pass optical filter and an appropriate neutral density
filter. The camera had 2563400 pixels and provided a measurable

wavelength range of 200–1000 nm. The system was used to ob-
serve the emission from C2 , CH, OH, and NO using different
narrow band filters placed in front of the camera. The center band
wavelengths of the filters used are given in Table 4.

A schematic diagram of the spectroscopic measurement system
is shown in Fig. 3. A lens is placed adjacent to the quartz window
in the furnace, which allowed us to focus the light emitted from
test region in the furnace. Our objective was to determine the
emission intensity of selected species and radicals from flames in
the furnace. This was achieved by passing the total signal col-
lected through a narrow band filter centered at the desired wave-
length onto a CCD camera. The detected signal was then used to
determine two-dimensional spectral intensity image of the specie
of interest. The influence of background radiation was removed by
subtracting the image observed without the presence of any flame.
The two-dimensional image intensity becomes higher with in-
crease in temperature and/or radical species concentration in the
flame. An exposure time of 0.01 sec~shortest shutter speed was
available on the CCD camera used! was used to acquire the in-
stantaneous intensity distribution. Much shorter shutter speed of
only a few milliseconds can be available if an image intensifier is
attached to the CCD camera. However, this was difficult under the
harsh conditions of noise and intense radiation from the furnace.
Time duration of ten seconds was used to determine the time-
averaged intensity distribution. The long time duration provides
information on the mean properties while the instantaneous expo-
sure provides information on the deviation from the mean value
from which rms value of fluctuation can be determined.

Vibrational Temperature of C 2. The two wavelengths of C2
emission~well known as Swan band,@10#! were observed con-
secutively by changing the optical band pass filters located in
front of the cameras. Based on the Boltzmann distribution law, the
intensity ratio of the two vibrational bands is given by the follow-
ing equation

Table 3 Composition of coal gas fuel

CH4 C2H2 CO CO2 H2 H2O N2

12.9% 1.2% 23.7% 10.6% 25.5% 1.3% 24.8%

Fig. 2 Schematic diagram of the burner, as well as air and fuel
nozzle in the furnace

Table 1 Dimensions of the test furnace

Length 8 m
Width 4 m
Height 3 m

Table 2 Specifications of the burner

Burner capacity 820 kW
Air nozzle diameter 151 mm
Fuel nozzle diameter 28 mm
Combustion air inlet
velocity

84 m/s

Fuel inlet velocity 70 m/s

Table 4 Optical band pass filters used. „B.G.ÄBackground …

l ~nm! Bandwidth~nm!

C2 469.5 25.0
C2 515.5 21.0

B.G. 490.0 28.0
NO 231.0 22.2
OH 306.4 15.0
CH 434.0 20.0
Soot 490.0 28.0
Soot 531.0 9.0

Fig. 3 Configuration of the CCD camera
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(1)

where,Si andSj represent the instrument factor that account for
the wavelength dependency of the CCD detector sensitivity, the
transmittance of the optics used, etc.,n represent the frequency,
Arel i andArel j represent the relative transition probability for the
individual vibrational emission line of thei and j Swan band,E
the excitation energy,k the Boltzmann constant, andT the abso-
lute temperature,@11,12#. Thus, the spatial distribution of C2 vi-
brational temperature can be obtained from the intensity ratio of
the respective spectral bands that incidents on the pixels of the
CCD camera, provided the instrument factors are known or deter-
mined. The calibration was conveniently made by comparing the
results obtained with Eq.~1! to that measured using a thermo-
couple at the same point in the furnace. The detailed discussion on
the calibration between the C2 vibrational temperature and that
obtained using thermocouple is provided in Ref.@10#. Although
there are some differences between these two measured tempera-
tures in their absolute value, they are correlated.

Soot Temperature. The luminous flames represent the pres-
ence of soot in flames. To date, the soot has been assumed to be in
local thermal equilibrium~LTE! with the surrounding gases,
which means that the soot temperature is identical to that of the
surrounding gas temperature in a small spatial region,@13–16#. In
this study, non-LTE was experimentally found between these tem-
peratures. The distribution of soot temperature~strictly speaking
the soot surface temperature! has been determined in two dimen-
sions using the CCD cameras at the appropriate wavebands and is
also based on the two-color thermometry.

The emission from soot or its precursors in a luminous flame
has a continuum spectrum based on the gray body radiation, or the
Planck’s law with a constant emissivity,@14–16#. The continuum
radiation is emitted from soot particles and weak molecular band
is from the diatomic molecules. The temperature of soot is deter-
mined from the ratio of spectral intensity at the two wavelengths
where the band spectra do not exist. The spectral intensity and
their ratio at two wavelengths is given by

I l5«
8phc

l5

1

ech/lkT21
(2)

I l1

I l2

5S l2

l1
D 5 ech/l2kT21

ech/l1kT21
.

Thus, by measuring the intensity at some prescribed wavelengths
the soot surface temperature can be measured from knowledge of
the calibration system. For detailed discussion on the discrepancy
from the gray body behavior that can give error in the determina-
tion of soot temperature, the dependence of the emissivity on the
wavelength and temperature should be taken into account,@7,10#.
This topic is currently under investigation and will be reported in
a future paper by the investigators.

Results and Discussion

Temperature Distribution From C 2 Species. Figure 4
shows the distribution of temperature in the diffusion flame~see
also tables! using highly preheated combustion air as the oxidant.
The flow of gases in the flame is from left to right. The top figure
shows that the temperature distribution~averaged over 10 sec-
onds! obtained at the 8003500 mm grid points in the furnace
using 1-mm diameter R-type thermocouples. The calibration was
based on a black body furnace and the correction made for the
radiation losses. The bottom figure shows the distribution of C2
vibrational temperature determined that was obtained on the basis
of Eq. ~1!.

The results show that the C2 vibrational temperature based on
Eq. ~1! is higher than that measured using thermocouple at all
points in the furnace. However, the temperature distribution pat-
tern obtained from the two very different diagnostic techniques is
similar. The vibrational temperature distribution has the advantage
of high spatial resolution, which helps to visualize and illustrate
the detailed structure of the flame. The low-temperature region is
observed to be located near to initial region of the flame along the
central axis of the burner. The high-temperature region surrounds
this low-temperature region. The difference can be recognized
from both the thermocouple and spectroscopically measured tem-
peratures. It is to be noted that the calibration was made only at a
point in the flame under premixed flame conditions. The spectro-
scopically determined temperature is based on the vibrational mo-
tion of C2 molecules, which is more affected by combustion re-
action mode, such as favored transfer of chemical reaction and
heat. However, the thermocouple temperature reflects an average
temperature of translational, vibrational, and rotational tempera-

Fig. 4 Temperature distribution
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tures ~gas temperature!. This results in differences between the
translational and vibrational temperatures, which are called non-
LTE ~local thermal equilibrium!.

Figure 5 shows the distribution of temperature for the premixed
combustion case using high-temperature air as the oxidant for
combustion. The premixed flame structure was unstable as com-
pared to the diffusion flame case. Therefore, a relatively long ex-
posure time of 10 sec was used to obtain the time-averaged profile
for the premixed flame case. In this premixed case, 80% of the
fuel was supplied from the F1 nozzle and the rest of the fuel was
supplied from the F2 nozzle. Local high-temperature regions
~above 1400 K! in the flame near to the injector exit~upstream

region of the flame! along the central axis of the burner can be
seen from Fig. 5. During the premixed combustion such high local
temperatures and sharp pressure drop are caused by rapid com-
bustion of the fuel-air mixture at elevated temperatures. In con-
trast for the diffusion combustion case with high-temperature air,
the combustion proceeds more gradually over a larger volume in
the furnace.

Figure 6 shows the instantaneous temperature distribution of
soot obtained with the two-dimensional two-color thermometry
during premixed combustion condition. A comparison of the soot
temperature with the C2 vibrational temperature shows that the
soot temperatures are lower by about 100 K than the C2 vibra-

Fig. 5 Temperature distribution, premixed flame
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tional gas temperatures in the combustion zone. This difference in
temperature is probably due to the local thermal equilibrium
~LTE! assumption, which may not be strictly applicable between
the C2 molecules and the soot/precursors. This is also reflected
from the difference in temperature distribution. The discrepancy
in temperature between that shown in Fig. 5~at the bottom! and
Fig. 6 suggests that the location of maximum temperature of soot
is displaced and extends toward downstream regions as compared
to the C2 vibrational temperature. This suggests that the heat gen-
erated from combustion first influences the gaseous C2 molecules
and then transfers to the carbon clusters along with their forma-
tion. Furthermore, the soot temperature is expected top be some-
what lower than the surrounding gas temperature due to energy
radiation from soot particles. Part of the heat is also lost by radia-
tion during the formation of soot because of its relatively high
emissivity. Consequently, the soot temperature is lower than the
initial temperature of gaseous C2 molecules. Since the rate of soot
formation is slower than the molecular reactions, the zone of high
soot temperature spreads out towards the combustion zone.

Maximum Heat Input. Most conventional burners used in
industrial size furnaces employ diffusion combustion because of
concern on safety issues associated with premixed combustion.
The flame temperature depends on the equivalence ratio in pre-
mixed flames. However, in diffusion flames, local high tempera-

ture is obtained so that the temperature close to the burner exit can
become quite high. At higher thermal loadings overheating of the
furnace can occur. This can result in local regions of high stress in
the furnace, which can adversely affect furnace reliability, dura-
bility, and performance. In some cases the product quality from
the furnace can also be affected.

The regenerative combustion system examined here operates in
a switching mode between the two burners so that much of the
local heating problem in the furnace can be alleviated. However,
the high NOx problem can still be an issue as that often encoun-
tered in conventional furnaces. The input energy to attain the same
maximum temperature in the furnace is 1086 kW for diffusion
combustion mode and 671 kW for the premixed combustion case.
It can be clearly seen that much more energy can be introduced in
the furnace for the diffusion case for the same maximum tempera-
ture. Since the furnace walls are thermally insulated, the radiative
heat transfer takes place at predominantly bottom section of the
furnace where the steel slabs are introduced for their heating pro-
cess. Consequently, the heating process capability is much higher
for the diffusion combustion mode because of the higher amounts
of energy input.

Figure 7 shows a comparison of the C2 vibrational temperature
distribution, determined spectroscopically, with that obtained from
the numerical simulation using the PDF~probability density func-
tion! model based on the combination of mixing rate and chemical
reactions~see Refs.@6#, @7#, @17#, @18# for more details on the
model!. The PDF simulation model predicts a temperature varia-
tion of about 100 K along the flame axis,@7#. In contrast, the
measured C2 vibrational temperature is quite uniform. In the PDF
simulation the heat generated during combustion is determined
from the mixing of oxidant with fuel. The maximum temperature
shown in Fig. 7 suggests that the mixing rate has its peak value at
a position of about 1.8 m downstream from the air outlet. This
discrepancy also shows the non-LTE and that PDF simulation
must be modified for better prediction of the temperature distribu-
tion in the furnace by taking into account different kinds of the
temperatures.

Emission Intensity Distributions for NO, OH, and CH.
Figure 8 shows the emission intensity distributions of NO from
within the furnace flame. It can be clearly seen from these distri-
butions that the NO intensity levels are very low during diffusion
combustion as compared to the premixed combustion mode.
These emission results for the diffusion combustion case are in
good general agreement with those reported earlier on the NOx

Fig. 7 Comparison of temperature distribution

Fig. 6 Temperature distribution in premixed flame
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emission levels measured in the exhaust gas under high-
temperature air combustion conditions,@3,4,8#. In this study, the
NOx concentration in the exhausted gas was also determined using
a chemiluminescence NOx analyzer. Indeed, the emission of NOx
in the diffusion flame case was much lower as compared to the
premixed case~60 vppm for diffusion case as compared to 110
vppm for the premixed case, both at 11% O2 in the flue gas!. The
uniform temperature distribution during the diffusion combustion
leads to lower NOx emission levels. In contrast the localized high-

temperature regions near the injector for the premixed flame is
probably the main cause of high NOx emission. In fact, the spec-
tral intensity of NO emission is very high around the centrally
located injector nozzle while it is found to be very low during the
diffusion combustion case, compare the distribution of NO around
the nozzle shown in the top and bottom figures in Fig. 8.

The intensity of NO increases towards the downstream regions
for both the diffusion and premixed combustion conditions. How-
ever, it should be noted that the spectral emission level is much
lower ~less than about one-tenth! during the diffusion combustion

Fig. 9 OH emission intensity for premixed and diffusion flameFig. 8 NO emission intensity for premixed and diffusion
flames
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condition as compared to the premixed condition. It should also
be noted that although the vibrational temperature distribution re-
flects the shape of the flame, the intensity distribution of NO does
not only correspond to the shape of flame~see the complex island
structures in Fig. 8! but also complex processes of mixing and
reactions that occur during such combustion conditions.

Figure 9 shows the intensity distribution of OH for both the
premixed and diffusion flames. The premixed flame has strongin-
tensity distribution as compared to the diffusion flame case. This
suggests that combustion reactions for the premixed case occur
with high gas density in a limited volume, or around the central
injector along the axis. This is in good qualitative agreement with
the high local value of temperature distribution given above for
the premixed combustion case. In the diffusion combustion case,
no significant differences are observed between the images taken
over 10 and 0.01 sec time duration. This suggests good temporal
stability of the flame during the diffusion combustion case using
high temperature air.

Figure 10 shows the intensity distribution of CH for the pre-
mixed combustion case. The increase in intensity gradually shifts
to downstream locations of the furnace. This reflects the initial
reaction zone at the upstream region where the thermal decompo-
sition takes place to produce the CH radical during the initial
oxidation stage, followed by extended oxidation reactions at
downstream regions.

Conclusions
The two-dimensional spectroscopic observation has been ap-

plied to observe thermal and chemical behavior of flames using an
industrial size furnace. This is the first time someone has at-
tempted to provide such details in an industrial size furnace. The
spectral emission intensities from C2 radicals as well as the dis-
tribution of vibrational temperature of C2 gas phase species and
soot temperature have been measured. During diffusion combus-
tion using highly preheated air, the vibrational temperature distri-
bution of C2 was uniform. In contrast a local high temperature
region was observed during the premixed combustion condition
using the same degree of high temperature air for combustion. The
diffusion combustion with highly preheated combustion air can
utilize more fuel than the premixed flame case to give the same
peak temperature. Using PDF method for combustion analysis

showed more uniform two-dimensional temperature distribution
during the diffusion combustion using high-temperature combus-
tion air. The intensity distribution of NO, OH, and CH emission
had no specific structure; the intensity gradually increased towards
downstream region of the furnace. The significantly low spectral
intensity of NO suggests lower NOx emission with diffusion com-
bustion as compared to the premixed combustion case. The ex-
haust gas analysis using a chemiluminescence analyzer showed
good agreement with the low NOx level observed spectroscopi-
cally. Spectroscopic observations of C2 vibrational and soot tem-
perature measurement in flames have been made in two dimen-
sions that provides higher spatial resolution than the temperature
measured using thermocouples. The soot temperature was found
to be lower than the surrounding gas phase temperature.
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Table 5 Fuel input under diffusion and premixed conditions

Fuel ~kW!

Diffusion 1086
Pre-mixed 671
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Modeling the Performance
Characteristics of Diesel Engine
Based Combined-Cycle Power
Plants—Part I: Mathematical
Model
In this two-part series publication, a mathematical model of the energy conversion pro-
cess in a diesel engine based combined-cycle power plant has been developed. The ex-
amined configuration consists of a turbocharged diesel engine (the topping cycle), a heat
recovery steam generator (HRSG) and a steam turbine plant (the bottoming cycle). The
mathematical model describes the processes that occur simultaneously in the diesel en-
gine cylinders, turbocharger, air filter, air inlet pipes, exhaust pipes, HRSG, steam tur-
bine, and the associated auxiliary equipment. The model includes nonlinear differential
equations for modeling the energy conversion in the diesel engine cylinders, fuel combus-
tion, gas exchange process, energy balance in the turbocharger, inlet pipes and exhaust
system, heat balance in the HRSG, and steam turbine cycle. The fifth-order Kuta-Merson
method has been applied for numerical solution of these simultaneous equations via an
iterative computing procedure. The model is then used to provide an analysis of perfor-
mance characteristics of the combined-cycle power plant for steady-state operation. The
effect of change in the major operating variables (mutual operation of diesel engine,
HRSG, and steam turbine) has been analyzed over a range of operating conditions,
including the engine load and speed. The model validation and the applications of the
model are presented in Part II (Results and Applications) of this two-part series
publication. @DOI: 10.1115/1.1635396#

Introduction
Diesel engines provide the advantages of high thermal effi-

ciency and reliability for industrial power and propulsion systems
for use over land and sea. These benefits are key factors in cost
effective industrial power and propulsion. Designers and research-
ers continue to seek ways to further improve the performance
characteristics of diesel power plants via theoretical and experi-
mental studies. The designers and manufacturers have to ensure
reliability of the power plant operation, reduce the fuel consump-
tion ~kJ/kW-hr! and provide an environmentally benign operation.

A schematic flow diagram of the power plant examined is
shown in Fig. 1. The topping cycle is represented by a turbo-
charged diesel engine, where part of the fuel energy supplied to
the cycle is converted into electricity or propulsion power. The
heat rejected from the topping cycle is utilized in the bottoming
cycle. Figure 1 shows that the exhaust heat from the diesel engine
is utilized in a HRSG to raise steam, which is then used to pro-
duce power in the bottoming cycle arranged as a steam turbine
plant. Higher energy conversion efficiency is achieved in such a
combined-cycle power plant with greater fuel energy conserva-
tion, therefore, heat recovery systems with turbo-generators are
widely used in both stationary diesel power plants and marine
propulsion plants.

Utilizing the heat from the exhaust gases of diesel engine pro-
vides electrical power at nominal and partial power outputs. How-
ever, difficulties occur when operating the turbo-generators at par-
tial operating conditions of diesel engines. The power plants

operate at partial operating conditions for some 80%–85% of the
run-time, resulting in lower thermal efficiency. Therefore, the per-
formance characteristics have to be predicted for the whole spec-
trum of operating conditions at the design stage.

In order to analyze and predict the performance of the plant as
a whole, it is necessary to estimate the mutual operation of diesel
engine, as a source of power and waste heat~exhaust gases! and
heat recovery system as a consumer of rejected engine heat. Math-
ematical modeling studies can be a very powerful tool for better
design and understanding of diesel engine based combined-cycle
power plants with improved performance characteristics. Baykov
@1# provides a comprehensive book concerning the mutual opera-
tion of a diesel engine and a turbocharger in the frame of a tur-
bocharged engine. Danov, Yamamoto and Arai@2,3# recently de-
veloped a mathematical model of a turbocharged diesel engine.
Danov and Gupta@4–6# have provided specific problems concern-
ing the combustion process and energy conversion in diesel en-
gines and model validation. The theoretical basis and computa-
tional tools developed in these studies are now used to investigate
the mutual operation between a turbocharged diesel engine and a
HRSG in combined-cycle power plants.

Objectives
The overall objective of this study is to provide numerical

analysis of the performance characteristics of a diesel engine
based combined-cycle power plant operating over a whole spec-
trum of conditions, including the engine load and speed. Some
specific objectives are to:

• develop a full set equations to model the mutual operation
between the main diesel engine as a source of power and
waste~rejected! heat and the steam turbine plant as a con-
sumer of waste heat from the flue gases,

Contributed by the Fuels and Combustion Division of THE AMERICAN SOCIETY
OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF ENGI-
NEERING FORGAS TURBINES AND POWER. Manuscript received by the F&C Divi-
sion April 2002; final revision received February 2003. Associate Editor: S. Golla-
halli.
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• develop algorithms and computational tools for numerical so-
lution of the mathematical model,

• validate the model, and
• analyze the performance and efficiency of the combined-

cycle power plant over a range of operating conditions. Also
determine the effect of fluid flow, heat transfer and thermo-
dynamics on engine operation.

Mathematical Model
The final set of equations for modeling the energy conversion

processes in a turbocharged diesel engine can be presented as
follows, see Refs.@1–7#:
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Fig. 1 Schematic flow diagram of a combined-cycle power plant based on turbocharged diesel engine
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The symbols in these equations are described in the nomenclature
used. Eqs.~1!–~19! have the following physical meaning:

Equation~1! represents the energy balance in the engine cylin-
der according to the first law of thermodynamics. This differential
equation describes the energy conversion in a diesel engine cylin-
der from the beginning of real compression process till the open-
ing of exhaust valves/ports. This equation assumes real gas as the
working medium and takes into account the imperfections in the
working media due to the high pressures. This gives some advan-
tages to model the indicator process of forced diesel engines with
high peak pressure in the cylinder. During the indicator process
~compression, combustion, expansion! the gas-exchange valves/
ports are closed (dMin /dt50;dMex /dt50)—i.e., there is no
mass transfer and energy transfer through the inlet and exhaust
valves/ports. The mass balance during the indicator process can be
presented as

dM

dt
5mc

d fi

dt
5

dML

dt
, (20)

i.e., the change of mass in the cylinder is caused by the fuel
injection mc .d fi /dt and gas leakage through piston rings
dML /dt.

Equation~2! represents the fuel vaporization rate. This equation
allows one to define the instantaneous rate of fuel vaporization
and mixing with respect to the current values of pressure, tem-
perature, A/F equivalence ratio, Sauter mean diameter (DSM) and
concentrations. It should be noted that in spite of denotingd fv /dt
as rate of vaporization, Eq.~2! has more comprehensive physical
meaning—it represents the rate of preparing the fuel for combus-
tion via atomization, vaporization, and mixing under the condi-
tions of variable temperature, pressure and concentrations, and
also take into account the diffusion (Dt) and turbulence (kt).
From this point of viewd fv /dt is called ‘vaporization rate’ for
simplicity, but its real meaning is rate of preparing the fuel for
diffusion combustion. Equation~2! plays a very important role for
defining the diffusion combustion rate.

Equation ~3! represents the non-dimensional combustion rate
under the conditions of premixed flame. This equation is valid
only in the interval 0, f o, f v i , wheref o is an integral sum of the
right side of Eq.~3! from the beginning of combustion to the
current moment of time:

f o5E
t5tSC

t

Ao

mc

Vi
f v i$exp@wo~ t2tSC!#%~ f v i2 f o!dt (21)

whereAo is a constant depending on the physicochemical proper-
ties of the fuel;Vi is the volume of cylinder at the moment of
ignition. For diesel fuels Semenov@8# suggests the value to be:
Ao547– 52,wo55900– 6200. The following values were used for
the simulation:Ao549, wo56100.

Equation ~4! represents the non-dimensional combustion rate
under the diffusion flame conditions. The first term on the right-
hand side is valid until the end of vaporization process (d fv /dt
50), when the last fuel droplet is vaporized (f v51), but there
are some unburned fuel vapors. Their percentage is 12 f b . The
combustion of this amount of fuel can be represented only by the
second term on the right side. However, this amount of fuel burns
under conditions that cannot be considered as a diffusion flame
because there is no atomization and vaporization. For these con-
ditions this process cannot be considered as a premixed flame.
While the premixed combustion in the engine cylinder is charac-
terized with very high heat-release rate, the fraction of fuel, which
has not yet been burned after the end of vaporization, burns at a
low rate. At this stage of the process the premixed combustion
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does not exist (d fp /dt50) and therefore the combustion rate here
is equal to the overall combustion rate (d fb /dt). In order to use
Eq. ~4!, one needs data on the fuel injection rate and mean droplet
size in the terms of Sauter mean droplet diameter,DSM ~see be-
low!.

Equation~5! represents the overall combustion rate~premixed
plus diffusion!. The final differential equation for the overall com-
bustion rate~OCR! can be written by substituting Eq.~3! ~for the
premixed combustion rate, PCR! and ~4! ~for the diffusion com-
bustion rate, DCR! into Eq. ~5!, as given here:
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The first term on the right-hand side describes the combustion rate
of fuel vapors vaporized during the self-ignition delay period un-
der the premixed flame conditions. The second term on the right-
hand side expresses the combustion of fuel in which the burning
rate is controlled by the rate of vaporization, and this is the main
component of the diffusion combustion rate. The third term on the
right-hand side describes the rate of combustion of fuel vapors
and products of incomplete combustion which have not burned up
to the current moment of time with the exception of fuel vapors
vaporized during the self-ignition period. From the beginning of
combustion process up to the momentf b5 f v i , all three terms on
the right-hand side of the equation are involved in the modeling
process. From the momentf b5 f v i to the momentf v51 the sec-
ond and third terms take part in the modeling process. Finally,
after the end of vaporization process (f v51) only the last~third!
term on the right side describes the combustion process, which
takes place under the conditions of late combustion.,DSM568
microns was used for the simulation.

Equations ~6!–~9! represent mathematical dependencies be-
tween the caloric parameters~specific internal energyu, specific
enthalpyh, isochoric specific heat capacitycv and isobaric spe-
cific heat capacitycp) and thermal parameters~P, T, v!. These
equations have been created in a previous study,@3#, using the
generalized relations of thermodynamics in partial derivatives, in
conjunction with the equation of state of Redlich-Kwong@9# for
real gases. These equations have been applied to the various prod-
ucts encountered during the combustion of fuel, such as nitrogen,
N2 , oxygen, O2 , carbon dioxide, CO2 , carbon monoxide, CO,
hydrogen, H2 , water vapor, H2O, etc., and the gas mixture as a
whole. These equations describe the thermodynamic behavior of
real gases in the engine cylinder under conditions of high pres-
sures and temperatures, which occur during the combustion pro-
cess. A comparison between the numerical and experimental data
is provided in Refs.@5#, @7#.

Equation ~10! represents the equation of state of Redlich-
Kwong for real gases,@9#. The coefficienta andb in this equation
has been quantitatively evaluated in a previous work,@3#, using
the fact that all partial derivatives are equal to zero at the critical
point, in conjunction with the equation of Planck-Gibbs for the
critical point, @9#. Equation~20! is used to model the indicator
process in the cylinder during the compression, combustion and
expansion. The thermodynamic behavior of the air/gas mixture
during the gas-exchange process in the cylinder, air receiver, ex-
haust pipes and the turbocharger is described by equation of state
for ideal gases (Pv5RT), because pressure in these processes is
low.

Equation~11! describes the energy balance in the engine cylin-
der during the gas exchange processes, i.e., without combustion.
The pressure during these processes is much lower. This allows
one to use the equation of state for ideal gas for this part of the

process. Correspondingly, the current values of internal energy,
enthalpy and heat capacities are defined with respect to the tem-
perature and gas mixture composition only, i.e., the effect of pres-
sure on these parameters is negligible.

Equations~12! and ~13! express the energy balance in the ex-
haust pipe before the gas turbine. These equations describe the
energy conservation in terms of enthalpy and kinetic energy of the
gas flow. The heat transfer from exhaust pipe to the surrounding is
considered to be negligible. In this case the exhaust gas collector
is considered as an open thermodynamic system due to the mass
exchange caused by the gas flow through exhaust valves and gas
turbine. In Eqs.~12! and ~13!, Dw is an increase of the flow
velocity for the selected time intervalDt. The front of pressure
wave propagates with the current sonic speed, and the following
values get an increase, defined under the conditions of the average
parameters for the current part of the system:

Dw5
Dpt

Dpt

l

kexDt
(23)

whereDt is the time interval.
Equation~14! describes the energy balance in the air receiver

~after the compressor, and before the inlet ports!.
Equations~15!–~17! represent the instantaneous power balance

in the turbocharger in terms of the power of gas turbinePT ,
compressorPC , and momentum of inertia of turbocharger’s rotor
in Lagrangian formulation. This equation specifies the instanta-
neous rotating speednTC of the turbocharger. The instantaneous
speed is needed for interpolating the compressor map~Eq. ~18!!.
Equations~16! and~17! express the instantaneous power of com-
pressor and turbine with respect to the current values of pressure
ratios (pc andp t), mass flow rates (ṁC andṁT) efficiencies (hC

andhT) inlet temperatures (To* andTT* ) and thermophysical prop-
erties (Rg ,Rair ,kg ,kair).

Equations~18! and~19! represent correspondingly the compres-
sor and turbine maps,@1,10#. Equation~18! defines the instanta-
neous values for the air mass flow rate,ṁC , in the compressor
and the efficiencyhC with respect to the current pressure ratiopc
and rotating speednTC . Equation~19! defines the effective flow
area (CdA)T and efficiencyhT of turbine with respect to the
dimensionless enthalpy headH̄r .

In addition to the above equations, additional equations are
used to close the system of differential equations. The mass flow
rate of fuel injected through the nozzledmf /dt, and hence the
nondimensional fuel injection rated fi /dt is modeled by the Hi-
royasu’s equation,@11#. The instantaneous heat transfer rates
dQw /dt are modeled via the equations of Woschni@12,13# for the
cylinder head and piston, and Dent@14# for the cylinder walls. The
rate of dissociationdQd /dt is modeled by the equation of Gon-
char@15#. The mass leakage ratedML /dt through the piston rings
is modeled by the equation of Danov@3#. In order to integrate Eq.
~2!, one needs to know the values of Sauter mean diameter. These
values are defined via the empirical formula of Hiroyasu and Ka-
dota @16#. The equation of Hardenberg and Hase@17# is used to
model the duration of the ignition delay period. This is needed to
model the nondimensional fuel mass fractionf v i vaporized during
the self-ignition delay period.

For modeling the processes in HRSG, one needs the inlet tem-
perature of flue gases. The following dependence has been used
for defining this temperature:

Tg
IN5

( i 51
N ~DmicPiTTi!

( i
N~DmicPi!

2DTloss (24)

whereDmi is instantaneous mass flow rate of gases through the
gas turbine for an time intervalDt—the step of integration of
differential Eqs.~1!–~19!; TTi—instantaneous temperature of gas-
ses behind the gas turbine;cp—instantaneous value of the isobaric
specific heat of gases behind the gas turbine;N—number of inter-
vals used for numerical solution of Eqs.~1!–~19!. DTloss is tem-
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perature drop due to cooling of gases during their movement from
gas turbine to the boiler inlet. UsuallyDTloss58 – 10 K. Having
the values of gas mass flow rateṁg , gas temperature at boiler
inlet Tg

in and gas mixture composition, one can calculate the heat
transfer in the heat recovery system for the specified geometry of
convection coils. The flue gas composition is defined via the over-
all air/fuel equivalence ratio for the corresponding operating con-
ditions of the diesel engine~load and rotating speed!. For the heat
transfer calculations the pressure and temperature of the super-
heated steam at boiler outlet~i.e., steam turbine inlet! are also
needed. The thermodynamic properties of water and steam are
defined from the charts of Rivkin@18# via equations derived by
means of least-square techniques. This includes mathematical re-
lations between the saturated pressure and temperature, enthalpy
of the saturated water and steam, and enthalpy of the super-heated
steam as a function of steam temperature and pressure.

According to Fig. 1, the HRSG consists of three heat-exchange
coils—economizer, evaporator and super-heater, and also a circu-
lating pump. The heat transfer in each coil is modeled via simul-
taneous consideration of the following equations,@19#:

Q̇st5ṁst~hst
EX2hst

IN! (25)

Q̇g5ṁg~hg
IN2hg

EX! (26)

Q̇c5hcDTLMTA (27)

where Eq.~25! represent the heat transfer rate via the differences
in enthalpies of steam afterhst

EX and beforehst
IN the corresponding

heat transfer unit~super-heater, evaporator, or economizer! for
steam mass flowṁst . Equation~26! represents the heat transfer
rate corresponding to the differences in enthalpies of the gases
beforehg

IN and afterhg
EX the corresponding heat exchanger for a

mass flow rateṁg of gases. Equation~27! expresses the convec-
tive heat transfer rate in the corresponding heat exchanger, where
hc is the overall heat transfer coefficient,DTLMT is the log mean
temperature difference between the gases and steam/water, andA
is the heat transfer surface area. The heat balance for the separator
~drum! can be written as,@19#:

hFW1~kC21!h85kChSEP (28)

wherehFW is the enthalpy of feed water;h8 is enthalpy of the
saturated water, corresponding to the pressure in the drum;hSEP is
enthalpy of the water in the drum, andkC is a ratio between the
circulating pump discharge and steam production (kC
5mCP /mST).

Computational Procedure
The performance characteristics of the combined cycle power

plant are simulated for steady-state operation. The simulation in-
volves two independent models—i.e., the detailed model of the
turbocharged diesel engine~Eqs.~1!–~24!! is used in conjunction
with the model of heat recovery steam generator and steam tur-
bine ~Eqs. ~25!–~28!!. The inputs of the diesel engine to the
HRSG are the temperature, pressure, and flow rate of exhaust gas.
For this reason, the model of turbocharged diesel engine is ex-
ecuted independently. For a set of operating conditions~rotating
speed and load/engine power! the results are stored in a separate
output file. This approach minimizes repetitive computations for
the engine.

The mathematical model of energy-conversion processes in a
turbocharged diesel engine is a quasi-steady zero-dimensional glo-
bal model. The parameters of working media~pressure, tempera-
ture, concentrations! are considered to be independent of any co-
ordinate system and they change only with respect to time. For a
fixed moment of time the properties of the working media are one
and the same for the whole volume~cylinder, air receiver, gas
collector!. This model does not take into account the momentum
transfer in the flow. The change of parameters is due to the energy

and mass exchange. For this purpose an assumption of a momen-
tary mixing is accepted. This assumption, however, leads to some
requirements with respect to integrating over a step interval of
time, Dt. For a time intervalDt the following condition must be
met:

aDt@D l (29)

where a is sonic speed, andD l is length of the computational
domain, i.e., part of air receiver, gas collector, or cylinder. Accord-
ing to Eq.~29! the distance over which the sonic wave passes for
a time intervalDt should be longer than the length of the compu-
tational domain. For this reason, the long domains must be di-
vided into several parts and for each part the conditions of Eq.
~29! must be satisfied.

The fifth-order Kuta-Merson method,@20,21#, has been applied
for numerical solution of the system of differential Eqs.~1!–~19!.
The final solution of this system of differential equation does not
depend on the initial values of the iterative parameters. These
values may affect only the rate of convergence of the computa-
tional procedure. The final solution depends only on the operating
conditions and geometry~bore, stroke, combustion chambre! of
engine. The input data include:

• engine geometry
• compressor and turbine maps—Eqs.~18! and ~19!
• instantaneous values of the effective flow area of valves and

ports against crank angle
• operating conditions: engine speed, amount of fuel per cycle

per cylinder, fuel calorific value, cooling fluid temperature,
ambient pressure and temperature

• thermophysical constants and properties of working media
• initial conditions, including apriori assigned values for the

following iterative parameters:
• pressure and temperature in the engine cylinder at the be-

ginning of compressing stroke,
• pressure and temperature in the gas collector~before tur-

bine!,
• pressure and temperature in the air receiver~after compres-

sor and air cooler!, and
• rotating speed of turbocharger.

The numerical solution~integration! of the system of differen-
tial equations is carried out as a function of the crank angle~de-
grees!. Since the proposed governing equations for the combus-
tion rate are presented with respect to time, a change of the
independent variable is also carried out:dP/dt5dP/dw. dw/dt,
whereP is any parameter. The connection between these indepen-
dent parameters~crank anglew and timet! is the angular velocity,
v5dw/dt. The stepDw of integration is variable. Its initial value
is 0.2 deg of crank angle rotation, but the algorithm has the ability
to reduce the step automatically during the computational process
depending on the current truncation error of the Kutta-Merson
process,@20#. The current truncation error is estimated via the rule
of Collatz @22#.

There are 7 unknown~but desired! parameters for the heat re-
covery system~see Fig. 1!:
For the water/steam side:

• temperature of water-stream mixture in the drum,
• water temperature at the outlet of economizer,
• mass flow rate of superheated steam, and
• enthalpy of superheated steam.

For the exhaust gases:

• temperature of gases at the outlet of superheater,
• temperature of the gases at the outlet evaporator, and
• temperature of gases at the outlet of economizer.

From Eqs.~25!–~27!, upon substitution, one can derive two
nonlinear algebraic equations for each of the heat-exchange unit
~economizer, boiling section, and super heater!. Together with Eq.
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~28! for the heat balance in the drum, the total number of equa-
tions is also 7. Thus this system of seven nonlinear algebraic
equations can be solved via an iterative computing procedure.

The algorithm for modeling is realized via a Fortran 90 pro-
gram for use both on PC and UNIX workstation. For a CPU with
650 MHz the iterative computational procedure for one operating
condition ~engine speed and load! takes 40–50 minutes for con-
verged solution. The computational time changes insignificantly
with respect to the values of the initial conditions of the iterative
parameters. The model is used as a desktop design tool for accu-
rate predictions of cycle performance, as well as insight into de-
sign trends.

Conclusions
A mathematical model for modeling the diesel engine based

combined-cycle power plant has been developed. The model can
be used as a desktop design tool, which can make accurate pre-
dictions of cycle performance, as well as insight into design
trends. A full set of equations is composed for modeling the mu-
tual operation of a diesel engine as a source of power and waste
heat, and a HRSG utilizing the rejected heat from diesel engine.
The model can simulate the mutual operation of turbocharged
diesel engine and a HRSG with a steam turbine in the whole
power-speed spectrum of diesel engine. This gives an opportunity
to obtain an optimization with respect to the operating variables.
For details on the model validation and the applications of the
model see Part II~Results and Applications! of this two-part series
publication.

Nomenclature

a 5 speed of sound~see the subscripts!, m/s
a 5 coefficient in the Redlich-Kwong’s equation of state,

N.m4.kg2

A 5 area, m2 ~see the subscripts!
Ao 5 constant depending from the physico-chemical prop-

erties of the fuel~applied for premixed combustion!
Al 5 constant depending from the physico-chemical prop-

erties of the fuel~applied for diffusion combustion!
b 5 coefficient in the Redlich-Kwong’s equation of state
ct 5 gas velocity, m/s

bsfc 5 brake specific fuel consumption, g/kW-hour
cv 5 specific isochoric heat capacity, J/kg.K
Cd 5 discharge coefficient~see the subscripts!
cp 5 specific isobaric heat capacity, J/kg.K

DSM 5 Sauter mean droplet diameter~SMD!, m
Dt 5 coefficient of diffusion, m2/sec

f 5 branching coefficient of chain reactions
f b 5 overall nondimensional fuel mass fraction burned up

to the current moment of time
f d 5 nondimensional fuel mass fraction burned up to the

current moment of time under the conditions of diffu-
sion flame

f i 5 nondimensional fuel mass fraction injected up to the
current moment of time

f o 5 see Eq.~21!
f p 5 nondimensional fuel mass fraction burned up to the

current moment of time under conditions of premixed
flame

f v 5 nondimensional fuel mass fraction vaporized up to
the current moment of time

f v i 5 nondimensional fuel mass fraction vaporized during
the self-ignition delay period

g 5 breaking coefficient of chain reactions
g.n 5 rate of breaking of the chains

h 5 specific enthalpy of air/gas mixture, J/kg
JTC 5 momentum of inertia of turbocharger rotor, N.m.s2

k 5 adiabatic index:k5cp /cv ~see the subscripts!
kt 5 coefficient of turbulence

l ex 5 length of the engine exhaust system from exhaust
valves to the gas turbine inlet, m

LHV 5 lower heating value of fuel~kJ/kg!
ṁ 5 mass flow rate~see the subscripts!, kg/s

mb 5 mass of fuel burned up to the current moment, kg
mc 5 total fuel mass injected per cycle per cylinder, kg
md 5 fuel mass burned up to the current moment under the

conditions of diffusion flame, kg
mp 5 fuel mass burned up to the current moment of time

under the conditions of premixed flame, kg
mv 5 fuel mass vaporized up to the current moment, kg
M 5 current mass of air/gas mixture in the cylinder, kg
n 5 engine rotating speed, rpm

nTC 5 turbocharger rotating speed, rpm
p 5 pressure~see the subscripts!, N/m2

P 5 power ~see the subscripts!, kW
Q̇ 5 heat transfer rate, kW
Q 5 heat loss due to fuel vaporization, dissociation and

heat transfer~see subscripts!
Qf 5 fuel calorific value, J/kg
r i 5 ( i 51,2,3) mass fractions of ‘‘pure air,’’ ‘‘pure gases’’

and fuel vapors
R 5 gas constant~see the subscripts!, J/kg.K
R̃ 5 universal gas constant~8.3143 J/mol.K!
t 5 time, sec

tSC 5 time at the moment of the beginning of combustion
T 5 temperature~see the subscripts!, K

Td 5 surface temperature of the liquid fuel droplets, K
u 5 specific internal energy, J/kg
v 5 specific volume of air/gas mixture, m3/kg
V 5 volume ~see the subscripts!, m3

Vi 5 volume of the cylinder at the moment of ignition, m3

w 5 increase of the flow velocity (Dw) for the selected
time intervalDt

Greek Symbols

hc 5 efficiency of compressor
hT 5 efficiency of turbine
wo 5 total branching coefficient (wo5 f -g)

r 5 density~see the subscripts!, kg/m3

ra 5 density of air, kg/m3

l 5 air/fuel equivalence ratio,
l5(A/F)actual/(A/F)stoichiometric

pc 5 compressor pressure ratio
pT 5 turbine pressure ratio
t id 5 ignition delay~time between the start of injection and

the start of detectable heat release!
C 5 coefficient of mass flow rate~see the subscripts!

vTC 5 turbocharger angular velocity, s21

Subscripts

b 5 fuel burned
c 5 compressor, cycle, convective
c 5 cylinder
d 5 diffusion
d 5 dissociation
d 5 droplet

ev 5 evaporation
ex 5 exhaust

f 5 fuel
g 5 gasses
i 5 injection

in 5 inlet
liq 5 liquid fuel
o 5 initial, originating value
p 5 premixed flame
st 5 steam
S 5 overall, sum

sm 5 notation for Sauter mean diameter
v 5 fuel vaporized
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t 5 turbulence, turbine
TC 5 turbocharger

w 5 cylinder wall

Definitions, Acronyms, Abbreviations
~A/F!5air/fuel ratio
air/fuel equivalence ratio5(A/F)actual/(A/F)stoichiometric
CA5crank angle

Nondimensional fuel mass fractions~accumulated percentages!:
f d5md /mc nondimensional fuel mass fraction burned up to

the current moment of time under the conditions
of diffusion flame

f p5mp /mc nondimensional fuel mass fraction burned up to
the current moment of time under the conditions
of premixed flame

f b5mb /mc overall nondimensional fuel mass fraction burned
up to the current moment of time:

mb /mc5mp /mc1md /mc , i.e., f b5 f p1 f d ,
(mb5mp1md)
f i5mi /mc nondimensional fuel mass fraction injected up to

the current moment of time
f v5mv /mc nondimensional fuel mass fraction vaporized up

to the current moment of time

Nondimensional rates:

DCR5d fd /dt5d(md /mc)/dt diffusion combustion rate, 1/sec
FIR5d fi /dt5d(mi /mc)/dt fuel injection rate, 1/sec
FVP5d fv /dt5d(mv /mc)/dt fuel vaporization rate, 1/sec
PCR5d fp /dt5d(mp /mc)/dt premixed combustion rate, 1/sec
OCR5d fb /dt5d(mb /mc)/dt overall combustion rate, 1/sec
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Modeling the Performance
Characteristics of Diesel Engine
Based Combined-Cycle Power
Plants—Part II: Results and
Applications
In this two-part series publication a mathematical model of the energy conversion process
in a diesel engine based combined-cycle power plant has been developed and verified.
The examined configuration consists of a turbocharged diesel engine (the topping cycle),
a heat recovery steam generator (HRSG) and a steam turbine plant (the bottoming cycle).
The model is then used to provide an analysis of performance characteristics of the
combined-cycle power plant for steady-state operation. Numerous practical performance
parameters of interest have been generated, such as the mean indicated pressure, specific
fuel consumption, hourly fuel consumption, brake horsepower of diesel engine, mass flow
rate, pressure, and temperature of gases and air, respectively, through the gas turbine and
compressor (in the frame of a turbocharger), temperature of flue gases at boiler inlet and
outlet, mass flow rate of exhaust gases through the convection coils, and mass flow rate,
temperature, pressure, and enthalpy of superheated steam. The performance maps have
been derived. The effect of change in the major operating variables (mutual operation of
diesel engine, HRSG, and steam turbine) has been analyzed over a range of operating
conditions, including the engine load and speed. The model is used as a desktop design
tool for accurate predictions of cycle performance, as well as insight into design
trends. @DOI: 10.1115/1.1635397#

Model Validation

Comprehensive work on validating the model has been carried
out in our previous publications@1–5#. Given below are only
comparisons between the integral parameters of the heavy-duty
diesel engines used for simulating the performance characteristics
of a combined-cycle power plant. Table 1 shows a comparison
between the model and experiment for the mean indicated pres-
sure, compression pressure, and peak pressure in the cylinder and
the specific indicated fuel consumption. The experiments are for a
two-stroke marine turbocharged diesel engine. The operating con-
ditions are as follows: engine speedn5140 rpm, fuel lower heat-
ing value ~LHV ! 42.39 MJ/kg, start of fuel injection 11°BTDC,
fuel amount 0.03785 kg/cycle/cylinder, ambient pressure 740 mm
Hg, and ambient temperature 27°C. The ‘‘noise’’ in the experi-
mental curve is filtered by means of a windowing method for
filtration, @4#.
The results show a very good agreement between the model and
experiment values. The relative differences between the experi-
mental and theoretical values~Table 1! are commensurate with the
error of experiment. Table 2 shows a comparison between the
major integral parameters of a heavy-duty diesel engine with
bore574 cm and stroke5160 cm for various loads and rotating
speeds. These results confirm that the model can be used to ana-
lyze the performance characteristics of diesel engine based
combined-cycle power plants over a range of engine operating
conditions.

Results and Applications
The mathematical model, algorithms, and computational tools

can be used to generate actual operating characteristics of
combined-cycle power plants. This includes both instantaneous
values~histories! and integral parameters. For instance, the histo-
ries with respect to the crank angle degree include the following
parameters: pressurepREC and temperatureTREC in the air re-
ceiver, pressurep, temperatureT and gas mixture composition in
the cylinder, pressurepT , and temperatureTT in the gas collector
before the gas turbine, power consumptionPC , pressure ratiopC
and efficiencyhC of turbocharger compressor, power outputPT ,
pressure ratiopT and efficiencyhT of turbocharger gas turbine
and rotating speednTC of turbocharger. By composing corre-
sponding integral sums, the following integral parameters of the
turbocharged diesel engine can be defined:

• mean indicated pressure
• specific indicated fuel consumption
• mechanical loss/mechanical efficiency
• brake specific fuel consumption
• compression pressure
• peak pressure of the cycle
• overall air/fuel equivalence ratio
• hourly fuel consumption
• brake power
• average gas pressure before the gas turbine
• average gas temperature before the gas turbine
• gas mass flow rate through gas turbine
• gas temperature after gas turbine
• pressure drop across the air filter
• air pressure and temperature before and after the air cooler
• pressure drop across the air cooler
• mass flow rate of air through the compressor
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Some of the above integral parameters obtained from the engine
modeling appear as input data for modeling the energy conversion
process in the heat recovery system.

The model is used to provide an analysis of performance char-
acteristics of the combined-cycle power plant for steady-state op-
eration. The system is based on a heavy-duty diesel engine with
bore574 cm and stroke5160 cm, and a HRSG utilizing the ex-
haust gas heat from the engine. The heat exchange surfaces of the
boiler are as follows: superheater 74.3 m2, evaporator 535.0 m2,
economizer 172.1 m2. The average free flow area for flue gases
through the convection coils is 1.05 m2. For all the numerical
experiments the discharge of circulating pump is 9000 kg/hour
and the pressure of steam in the drum is 0.68 MPa. The ambient
pressure and temperature are correspondingly 98.7 kPa and 298
K. For any set of input data the solution provides the practical
performance parameters of interest. One convenient way to
present the operating characteristics of a diesel engine power plant
over its full load and speed is to plot the parameters of interest,
e.g., power output dependency as a function of engine speed~see
below!.

Along with the parameters of interest, Figs. 1–5 also show the
limiting curve for the diesel engine. Such a limiting characteristic
does not necessarily represent the maximum rated power of diesel
engine. It represents limitations in terms of pressures and tempera-
tures in the cylinder, torque output from the crankshaft, and tem-
perature of gases at the turbocharger turbine inlet. The maximum
cylinder pressure achieved during combustion generates high
stress in many mechanical components. The temperature limita-
tions are related to the metal temperature profiles at various criti-
cal components, such as piston, exhaust valves, cylinder head and
liner, and turbine blades. Therefore, the limiting characteristic
shows the allowable operating conditions in terms of engine load
and speed. The upper envelope of the limiting curve corresponds
to maximum allowable amount of fuel per cycle per cylinder,

which corresponds to the highest brake mean effective pressure
and crankshaft torque. Points below this curve define the part-
load. The diesel engine manufacturer provides the limiting
characteristic.

As the power plant under consideration includes a turbocharged
diesel engine, Fig. 1 is a result of the matching between the air-
flow of the diesel engine and the turbocharger on one side, and
matching the engine to the load on the other side. The matching
procedure is based on the equations provided in@6#. The airflow
rate through the diesel engine is a function of the engine speed,
compressor delivery air density and the pressure differential be-
tween intake and exhaust manifolds during the period of valve
overlap. Figure 1 shows the effect of engine load and speed as a
function of the mass flow rate of gases. If the engine is run at
constant speed~e.g., as for electricity generation!, but steadily
increasing load, then the mass flow rate increases approximately
with the increasing charge density. The mathematical model pro-
vides the airflow rate through the engine superimposed on the
turbocharger compressor characteristics. Since an intercooler is
employed,@6#, as the load increases, the cooling effect increases
the charge density more rapidly for a corresponding boost pres-
sure. As a result, the slope of the constant engine speed airflow
line on the compressor characteristic will be less steep. This af-
fects the compressor efficiency. Figure 1 also shows that if the
engine is run at constant load~i.e., torque or break mean effective
pressure!, but increasing speed, the volumetric airflow rate also
increases. The effective flow area of the turbocharger turbine re-

Table 1 Comparison between predicted and experimental
parameters of direct injection marine diesel engine „bore
Ä66 cm, engine speed Ä140 rpm …

Parameter Modeling Experiment

Mean indicated
pressure,~MPa!

1.572 1.554

Compression
pressure,~MPa!

8.970 8.953

Peak pressure~MPa! 11.284 11.150
Specific indicated fuel
consumption,~kg/kW.h!

0.181 0.183

Table 2 Comparison between the theoretical and experimental parameters for a direct injection turbocharged marine diesel
engine „boreÄ74 cm, stroke Ä160 cm … for different rotating speeds and loads

Parameters

Condition 1 Condition 2 Condition 3 Condition 4

mC50.0237 kg/cycle
n596 rpm

mC50.0312 kg/cycle
n5109 rpm

mC50.0380 kg/cycle
n5120 rpm

m5C50.04116 kg/cycle
n5124 rpm

Experiment Model Experiment Model Experiment Model Experiment Model

PC , Mpa 3.589 3.391 4.325 4.312 5.246 5.248 5.639 5.682
PZ , Mpa 5.482 5.267 6.139 5.993 6.806 6.748 7.051 7.099
Pi , Mpa 0.657 0.637 0.849 0.831 1.010 1.008 1.069 1.091
PREC, Mpa 0.141 0.142 0.167 0.164 0.184 0.184 0.192 0.194
DPF , mm H2O 12.50 12.20 21.00 21.20 30.00 32.60 35.00 38.60
DPCOOL , mm H2O 135.0 129.8 200.5 199.5 257.0 268.7 275.5 296.4
TT , °C 342.5 345.1 390.0 395.4 438.0 441.0 461.0 461.6
Tcyl , °C 293.0 284.6 344.0 344.7 391.0 399.0 406.0 418.2
bsfc, kg/W.hour 0.217 0.221 0.216 0.220 0.217 0.219 0.221 0.218
P, kW 5040 4945 7570 7430 10075 9980 11080 11220

Notations~Table 2!: n–engine rotating speed;mC–amount of fuel per cycle per cylinder;PC–compression pressure;PZ–maximum pressure of the cycle;Pi –mean indicated
pressure;PREC–air pressure in the air receiver;DPF –pressure drop of the air filter;DPCOOL–pressure drop of the air cooler;TT–average temperature of gases before gas
turbine;TCYL–temperature of gases after the cylinder; bsfc–brake specific fuel consumption;P–brake power of engine.

Fig. 1 Mass flow rate of exhaust gases for various loads and
rotating speed for diesel engine „boreÄ74 cm,stroke
Ä160 cm …
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mains almost constant, which subsequently results in increased
turbine inlet pressure. This results in increased available energy
for expansion through the turbine and hence increased boost pres-
sure at the compressor. Thus the constant load airflow line of the
engine does not lie horizontally on the compressor characteristics,
but rises with engine speed. The results shown in Fig. 1 demon-
strate that, if the diesel engine operates at constant power but at
different rotating speeds, the mass flow rate of exhaust gases in-

creases with increase in the engine speed, which is favorable for
the HRSG and steam turbine power output. However, the increase
in engine speed at constant power leads to decreased gas tempera-
ture at boiler inlet~Fig. 2!. The flue gas composition, estimated
via the overall air/fuel equivalence ratio, varies in the power-
speed spectrum of diesel engine~Fig. 3!, which causes variations
in the specific enthalpy of gases due to the variations in the gas
composition. The variations in the mass flow rate and temperature
of flue gases cause variations in the flue gas velocity through the
convection sections, which subsequently affect the Reynolds num-
ber and the overall heat transfer coefficients in the convection
coils. As a result the gas temperature at boiler outlet slightly de-
creases with increase in engine speed at constant engine power
~Fig. 4!. This is favorable for increasing the steam turbine power
output, however, for light loads and higher rotational speeds the
temperature of flue gases at boiler outlet gets closer to the dew-
point which may cause corrosion, especially for fuels with high
sulfur content.

Figure 5 shows the power of the steam turbine in the whole
power-speed spectrum of diesel engine. The increase in engine
speed at constant power ultimately causes a slight decrease in
power output of the steam turbine. This indicates that the negative
impact of decreased temperature of flue gases at boiler inlet domi-
nates the positive impact of increased mass flow rate of flue gases.
Having both the steam turbine power~Fig. 5! and the specific fuel
consumption of the diesel engine~Fig. 6! for the whole power-
speed layout, one can calculate the efficiency and specific fuel
consumption of the combined diesel-steam power plant~see Figs.
7 and 8!. The curves shown in Fig. 8 can be transformed into
contours of constant brake specific fuel consumption~b.s.f.c.! for

Fig. 2 Gas temperature at boiler inlet for various power and
rotational speed of diesel engine „bore, Ä74 cm,stroke
Ä160 cm …

Fig. 3 Air Õfuel equivalence ratio for diesel engine „bore
Ä74 cm,stroke Ä160 cm … in the whole load-speed spectrum

Fig. 4 Gas temperature at boiler outlet for various loads and
rotational speed of diesel engine „boreÄ74 cm,stroke
Ä160 cm …

Fig. 5 Brake power of steam turbine in the whole load-speed
spectrum of diesel engine „boreÄ74 cm,stroke Ä160 cm …

Fig. 6 Brake specific fuel consumption of diesel engine
„boreÄ74 cm,stroke Ä160 cm … in the whole load-speed layout.

Journal of Engineering for Gas Turbines and Power JANUARY 2004, Vol. 126 Õ 37

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the power plant as a whole~Fig. 9!. This figure represents the plot
of brake specific fuel consumption on a graph of power output
versus engine speed. Therefore, this figure is a performance map
of the combined-cycle power plant and can be used to solve a
wide range of operational problems and for plant optimization.

The plots presented above can be understood in terms of varia-
tions in engine volumetric efficiency, air/fuel ratio, and the impor-
tance of heat losses and friction change as affected by the load and

engine rotational speed. The minimum brake specific fuel con-
sumption~b.s.f.c.! for the investigated power plant is 207 g/kW-hr
at 116 rpm with 8900 kW power output. The contours of b.s.f.c.
~Fig. 9! has the following explanation: Starting at the above-
mentioned minimum b.s.f.c. point, increasing speed at constant
load increases b.s.f.c. primarily due to the increased friction loss
at higher speeds, i.e., decreased the mechanical efficiency. De-
creasing speed at constant load increases b.s.f.c., primarily due to
the increased importance of heat transfer per engine cycle. Fric-
tion decreases, increasing the mechanical efficiency, but this is
secondary. Any mixture enrichment required to maintain a suffi-
ciently repeatable combustion process at low engine speed con-
tributes as well. Increasing load at constant speed from the mini-
mum b.s.f.c. point increases b.s.f.c, primarily due to the mixture
enrichment required to increase torque as the engine becomes in-
creasingly airflow limited~see Fig. 3 for the air/fuel ratio!. De-
creasing load at constant speed increases b.s.f.c., primarily due to
the increased magnitude of friction and decreased pump work, the
increased relative importance of friction, and increased impor-
tance of heat transfer.

The heat rate and thermal efficiency of the plant can be easily
derived via the above values of b.s.f.c. The plant heat rate~HR! is
the ratio of heat addition to the net power output. Because the rate
of heat addition is proportional to the fuel consumption rate, the
heat rate is a measure of fuel utilization rate per unit of power
output ~kJ/kW-hr!:

HR5b.s.f.c.* LHV (1)

where LHV ~kJ/kg! is the lower heating value of the fuel used,
and b.s.f.c. is in~kg/kW-hr!. The gross fuel conversion efficiency
can be calculated according to

h t5
3600

HR
5

3600

b.s.f.c.* LHV
. (2)

The island of minimum b.s.f.c. is located in the range of 84%–
93% of maximum speed, with some 71%–92% of the maximum
power output for this particular power plant as shown in Fig. 9.

Conclusions
A mathematical model for modeling the diesel engine based

combined-cycle power plant has been developed. The model is
used as a desktop design tool, which can make accurate predic-
tions of cycle performance, as well as insight into design trends.
The model can simulate the mutual operation of turbocharged
diesel engine and a HRSG with a steam turbine in the whole
power-speed spectrum of diesel engine. A numerical analysis of
performance characteristics of combined diesel-steam power plant
over a range of operating conditions with respect to the diesel
engine power and speed has been carried out. The performance
parameters of the combined power plant have been derived for the
whole range of engine load and speed. This gives an opportunity
to obtain an optimization with respect to the operating variables. It
should be noted that the most important prerequisite for higher
efficiency of a combined-cycle power plant is the utilization of a
highly efficient topping cycle, i.e., highly efficient diesel engines.
The efficiency of the advanced diesel engines is comparable to
that of gas turbines of equal power capacity. Diesel engine based
combined-cycle power plants may appear to be the optimum op-
tion for smaller to medium power outputs, e.g., up to 35–40 MW.
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Adaptive Selection of Aircraft
Engine Technologies in the
Presence of Risk
The objective of this paper is to describe a method for selecting optimal engine technol-
ogy solution sets while simultaneously accounting for the presence of technology risk.
This method uses a genetic algorithm in conjunction with technology identification, evalu-
ation, and selection methods to find optimal combinations of technologies. The unique
feature of this method is that the technology evaluation itself is probabilistic in nature.
This allows the performance impact and associated risk of each technology to be quan-
tified in terms of a distribution on key engine technology metrics. The resulting method
can best be characterized as a concurrent genetic algorithm/Monte Carlo analysis that
yields a performance and risk-optimal technology solution set. This solution set is inher-
ently a robust solution because the method will naturally strive to find those technologies
representing the best compromise between performance improvement and technology risk.
Finally, a practical demonstration of the method and accompanying results is given for a
typical commercial aircraft engine technology selection problem.
@DOI: 10.1115/1.1639006#

Introduction
The identification and selection of key technologies needed for

next-generation aircraft engines is one of the most challenging
problems faced by engine designers. This is because all parts of an
aircraft gas turbine engine are tightly integrated together such that
a technology introduced into one part of the system tends to have
a ripple effect that impacts many other portions of the system. The
results of this rippling effect can be difficult to predict, let alone
predict quickly and inexpensively. Yet quick, accurate, and inex-
pensive evaluations are exactly what the marketplace is demand-
ing in order for manufacturers to remain competitive today.

Moreover, each generation of systems tend to evolve into more
complex and intricate designs than the previous generation. As a
result, the difficulty in designing and building each successive
generation of ever-more capable and sophisticated machines rises
exponentially with time. The upshot of this is an increasingly
urgent need to find new methods capable of quickly and accu-
rately modeling these complex systems and their associated inter-
actions. This need is categorically prevalent throughout the aero-
space industry, but is particularly acute in the aircraft gas turbine
industry.

It is axiomatic that the best combination of technology options
is inherently a balance of many conflicting objectives and there
are typically many more technology options available than re-
sources to develop them. One could therefore characterize engine
technology selection as a highly constrained multi-objective com-
binatorial optimization problem for which traditional gradient-
based optimization methods are of little use. However, evolution-
ary search methods used in conjunction with advanced technology
analysis methods are known to be very adept at solving complex
engine technology selection problems and have been successfully
applied to this end~Roth, Graham, and Mavris@1# and Roth and
Mavris @2#!.

In their present state, these advanced technology selection
methods only address a limited aspect of the technology decision-

making process. Specifically, they focus primarily on modeling
the ‘‘benefit’’ of the technology impact and have only crude mod-
els for the impact of technology risk on the selection of technol-
ogy concepts. The focus of this research is to integrate a more
sophisticated model for technology risk into the existing engine
technology selection method. The utility of this method is then
demonstrated for a typical commercial engine technology selec-
tion problem.

Technology Identification, Evaluation, and Selection
Method

The technology identification, evaluation, and selection~TIES!
method is a generic technology evaluation method intended to
enable rapid and accurate evaluations of technologies inanycom-
plex system~Kirby and Mavris@3#!. The fundamental premise of
the TIES approach is the use of technology metrics~the so-called
K-factors! as a generic means to quickly and accurately model the
impact of a technology at the sub-system level. These subsystem
impact estimates can then be used as a basis for estimating the
system-level impact through the use of a technology impact fore-
casting~TIF! environment. This TIF is often a metamodel created
based on detailed-physics-based models, but can, in theory, be
almost any model that links fundamental technology metrics to
system level performance figures of merit~FoMs!. Construction
of a TIF usually involves selecting a set of system performance
figures of merit~FoMs! and setting up a detailed analytical model
for the baseline system. This model is used in conjunction with
response surface methods to create a set of response surface equa-
tion metamodels that are a compact representation of a much more
complex model. These metamodels are collectively referred to as
a TIF environment.

The TIES method has been applied to aircraft gas turbine en-
gine technology selection problems with considerable success.
TIES implemented in conjunction with a genetic algorithm~GA!
optimization routine~as described by Goldberg@4#! has proven
particularly adept at finding the best possible set of technologies
to meet any prescribed objective, regardless of system complexity,
the number of technology concepts considered, or the number of
objectives. This technique is a very valuable tool to assist engine
designers in selecting the best possible subset of technologies
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from a pool of technology options. Moreover, the method is in-
herently fast and accurate if implemented properly.

Modeling Technology Risk
One of the simplest methods for analyzing technology risk and

readiness is NASA’s technology readiness level~TRL! scoring
system. A TRL is subjective score that rates technologies on a
scale of one to nine, with a score of one being highest risk and
lowest readiness, while a score of nine is lowest risk and highest
readiness. Each score is associated with a specific type of analysis
or test activity which is intended to be a reflection of the level of
research and development confidence in the technology, as shown
in Table 1.

The principal advantages of the TRL scoring system are that it
is simple to use, universally recognized/understood in industry,
and bases readiness scores on a standardized scale. The principal
disadvantages of the TRL scoring system are~1! inherent subjec-
tivity in the scores;~2! the scores themselves are based primarily
on the level of testing accomplished~which does not always ac-
curately indicate the true level of risk!; ~3! TRL scores do not
directly model the true nature of risk~i.e., uncertainty in ultimate
benefit!; and ~4! TRL scores do not account for the myriad of
nontechnical factors that contribute to technology risk. Therefore,
the TRL scoring system should be regarded as a crude but inex-
pensive proximal treatment of the general technology risk
problem.

TRL scores can be very useful in selecting technologies for
complex systems, especially in the early phases of the design
process where detailed information is rare and timely decisions
are of the essence. One can typically obtain good estimates on
TRL scores for a variety of technologies in very short order by
polling technology experts on their perceptions of a given tech-
nology’s readiness. These scores essentially categorize technolo-
gies according to the perceived risk posed by each.

This TRL rating system can be used directly in the GA-TIES
analysis method as a crude model for risk by using the TRL~in
conjunction with other performance figures of merit! as a compo-
nent in a composite objective function. The resulting technology
solution set is optimal in that the performance benefits are bal-
anced against the TRL score in proportion to user-specified
weights applied to the objective function. This approach was
implemented and demonstrated in Ref.@1# on a commercial air-
craft engine technology selection problem using a GA-TIES
method and was shown to be capable of finding solutions that are
difficult or impossible to obtain using conventional perturbation-
based technology selection methods.

However, the GA-TIES method as demonstrated in Ref.@1# has
a critical drawback. The simple model for technology risk based
strictly on TRL scores does not capture the fundamental nature of
technology risk, which is essentially degradation of expected ben-
efit. In other words, the higher the risk, the more the expected
benefit must be discounted. What is required is asimple, compact
model for technology risk that captures the degradation of ex-
pected benefit, such as the K-s risk model described in the fol-
lowing section.

The K-s Technology Risk Model
The K-s model was for technology risk was first proposed by

Kirby and Mavris and could be characterized as anindexed benefit
degradation modelbased on TRL score~Kirby and Mavris@5#!. In
other words, the K-s model probabilistically degrades expected
technology benefit as a function of TRL score. To understand this,
consider Fig. 1, which shows the expected benefit in terms of a
single technology metric~K-factor! for some arbitrary technology.
If this technology were at a TRL of 9, one would expect that its
benefit relative to the baseline would be precisely known with
very high confidence. In the example of Fig. 1, the technology
benefit at a TRL of nine is shown as a 20% improvement over the
baseline technology.

If the TRL of the technology in Fig. 1 were less than nine, one
would intuitively expect that the point estimate on K-factor ben-
efit would not be as precisely known and might better be de-
scribed as a probability distribution. For the sake of argument,
presume that the upper bound of the K-factor range is given by the
baseline case~if it were higher, this would imply a trivial
solution—the baseline case would be a better performer than the
one with technology!. Similarly, presume that the lower limit is
given by the actual benefit at a TRL of 9. A probability distribu-
tion describing the expected benefit must be bounded by these
extremes, and the TRL score of that technology dictates the skew-
ness of the distribution towards one limit or the other. This is
shown in Fig. 1 as a series of skewed probability distributions,
with the distribution being skewed increasingly towards the left as
TRL increases.

The distribution used in the K-s readiness model is usually a
Weibull because it can easily be skewed through use of param-
eters inherent to the distribution, though other distributions could
be used if desired. The general form of the equation describing a
Weibull distribution on K-factors as a function of TRL is given by

ki~x!uTi
5H S 2

a D S x2ki

a DexpS 2S x2ki

a D 2D x>ki

0 x<ki

(1)

wherea is a scale parameter,

auki ,Ti ,L5ki ,b525u30%ki u2~TRL21!
~ u30%ki u2u5%ki u!

8
.

Note that the bounds prescribed in the above equation could be
changed if desired and will likely depend on the specifics of the

Fig. 1 K- s model for technology readiness „from Kirby and
Mavris, Ref. †5‡…

Table 1 Technology readiness level scores

TRI Description

9 Actual system flight proven on operational flight
8 Actual system tested and flight qualified
7 System prototype demonstrated in flight
6 Model of prototype demonstrated in a relevant environment
5 Component validation in a relevant environment
4 Component validation in a laboratory environment
3 Analytical and/or experimental proof-of-concept
2 Technology concept formulated
1 Basic principles observed and reported
0 No concept formualtion—only basic ideas
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problem being considered. However, the settings given above are
generally a good starting point for any given K-factor.

The K-s model offers a realistic means of simulating the im-
pact of technology risk through probabilistic degradation of ben-
efit. It is very flexible and simple, and though the example given
here is applied to a single K-factor, it is easily extended to more
complex technology models involving multiple K-factors. Note
that the K-s model is slightly conservative in its allowance for
technology benefit, due primarily to the considerable degradation
in K-factor benefit in moving from a TRL of 9 to 8. The bounding
model assumed in this example can be modified to reach outside
the baseline and nominal benefit limits if so desired. This paper
will implement this technology readiness model as part of the
GA-TIES technology selection method.

K-sÕGA-TIES Analysis Method
The K-s technology risk model can be integrated into the TIES

methodology in a fairly straightforward manner. To understand
how this can be done, first consider the GA-TIES method as it is
used today. Typically, when a TIES study is used to find an opti-
mal technology set, the first step is to decide on a set of technol-
ogy K-factors that will be used to model the technologies. Next, a
pool of promising technology concepts is created and the impact
of each technology under consideration is quantified in terms of
deltas in these K-factors. This is usually achieved via a delphi-
type exercise involving a group of technology experts. The result-
ing K-factor data is then assembled into a technology impact ma-
trix ~TIM !. Once this is done, technology incompatibilities and
enabling relationships are identified and encoded in the form of a
compatibility matrix and an enabling matrix. Finally, each of the
technologies is scored on a TRL rating scale~again, see Mavris
and Roth@1# for a detailed discussion on the mechanics of the
TIES analysis method!.

At this point, all of the basic characteristics of the technologies
have been encoded into a few matrices of numbers that embody
the fundamental nature of each technology. These matrices can be
quickly and accurately evaluated to calculate benefit of any arbi-
trary combination of technologies, provided that a technology im-
pact forecasting~TIF! model is available. As mentioned previ-
ously, a TIF is essentially nothing more than a set of response
surface equations for the system performance FoMs as a function
of the K-factors.

The technology representation for any given technology in the
candidate pool consists of a vector of point estimates on K-factor
deltas as illustrated in Fig. 2. These point estimates can be
plugged into the TIF model to yield point estimates on how each
technology impacts overall system performance. This information
can then be used in conjunction with the TRL scores as compo-
nents in an objective function for GA optimization. The GA oper-
ates on the TIES model by picking various combinations of tech-

nologies, analyzing the results, and comparing their fitness using
an objective function that is a weighted linear combination of the
various FoMs:

obj5aS (
i

102TRLi D 1b~FoM1!1g~FoM2!1 . . . (2)

where the sum of the weightsa, b, g, etc., would generally be 1.0.
The K-s model for technology risk builds on this basic process

by using the TRL scores as a basis to introduce a probabilistic
degradation of the K-factor vectors associated with each technol-
ogy. The lower a technology’s TRL, the more the K-vector is
degraded from the nominal benefit. This concept is illustrated in
Fig. 3, which shows the K-vector for a given technology being
expressed in terms of distributions on the K-factor deltas. The
resulting performance will necessarily be a distribution of values
as well. Since the technology readiness is explicitly encoded into
the TIES model, it is not necessary to use TRL as a component in
the GA objective function. Instead, the objective function can now
be a pure linear function of performance FoMs:

obj5b~FoM1!1g~FoM2!1d~FoM3!1 . . . . (3)

The primary difference in the two formulations as far as the
genetic algorithm is concerned is that in the former scheme, the
objective function was purely deterministic—the TIES model al-
ways returns the same value for technology benefit for a given the
set of technology inputs. The K-s model will never return the
same value for technology benefit twice, even if identical technol-
ogy inputs are evaluated repeatedly. This is because the distribu-
tions on K-factors effectively introduce an element of random
noise into the objective function evaluation.

The advantage of a GA-enabled technology selection is that it
works onpopulationsof designs that are evolved over many gen-
erations. Thus, the presence of noise in the objective function
evaluation does not impede the GA’s march toward a global opti-
mum. Even though no single comparison between two technology
sets will yield precisely the same result, the GA will still find the
set of technologies that optimizes the objective functionin the
mean. Moreover, this final solution will naturally tend towards the
most robust solution, which is the solution that exhibits the best
compromise between minimum design variation and maximum
performance benefit.

Application to a Typical Commercial Engine Technol-
ogy Selection Problem

Perhaps the most expedient means of illustrating this model and
its advantages is to demonstrate it on a typical technology selec-
tion problem of current interest. The objective of this section is to
do precisely that. It should be noted that this problem is quite
representative of those encountered in industrial practice, and is in
fact based on a larger study conducted by the authors for GE
Aircraft Engines.

Problem Description. The technology study considered is
based on that described in Ref.@1# and consists of a set of 40
technology concepts. This includes ten high pressure compressor
technologies, four combustor technologies, nine high pressure tur-
bine technologies, seven frame/sump/bearing technologies, and
ten low pressure spool technologies. These technologies were se-
lected and evaluated in conjunction with experts from GE Aircraft
Engines. The technology metrics used to evaluate technology im-
pact consist of 11 factors, listed in Ref.@1#, and were assembled
into a 11340 TIM such that each row contained all information
necessary to evaluate a single technology in the TIF model.

The baseline engine is a current state-of-the-art high bypass
commercial turbofan engine and the baseline aircraft is a notional
twin-engine long-range wide-body commercial transport. The pri-
mary performance figure of merit of interest for this problem is
change in 6,000 nmi mission fuel consumption relative to the
baseline~no technologies! configuration. In addition, each tech-

Fig. 2 Typical TIES representation of technology in terms of
point estimates on K-factor deltas

Fig. 3 Calculation of technology benefit using the K- s tech-
nology readiness model
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nology was rated using TRL scores for technology risk and a
‘‘relative shop cost score.’’ The former was described previously,
while the latter is an ordinal ranking on manufacturing cost of
each technology relative to the current technology baseline. For
example, a score of ‘‘0’’ would indicate a technology of compa-
rable manufacturing cost to current methods, a ‘‘11’’ would indi-
cate slightly higher cost, ‘‘12’’ is much more costly, etc. The
analysis model and setup is described in detail in Ref.@1#.

Results. The 40-technology problem described previously
was evaluated for several scenarios such that the differences in
results could be compared to deduce the impact of implementing
the K-s technology risk model. Specifically, three scenarios are
evaluated: a reference case in which the technology selection was
based purely on 6 K fuel burn and relative shop cost only~mean-
ing TRL is not used in the objective function!; a simple TRL
treatment wherein TRL is used as one of the components in the
GA objective function; and a final case wherein the K-s model is
used.

One might intuitively expect that the ‘‘no-risk model’’ reference
case would tend to be the solution incorporating the most tech-
nologies. This is because the objective function only forces the
GA to balance the undiscounted technology benefit against rela-

tive shop cost. In the other extreme, if TRL is included in the
objective function with a weight equal to both shop cost and 6 K
fuel burn, one would expect that any technology with a low TRL
score would be eliminated quite readily unless it showed excep-
tional potential for improving either shop cost or performance.

The analysis results for these two cases indicate that this is
precisely the case. The results for the no-TRL case are shown in
Fig. 4 and typical convergence histories for fuel burn and shop
cost as a function of number of generations is shown in Fig. 5 and
Fig. 6, respectively. Figure 4 is a bar chart showing which tech-
nologies were selected by the GA. The abscissa of this chart is a
technology label, numbered from 1 to 40. The ordinate of the
chart shows the number of occurrences each technology was
present in the final~converged! population. In this case, the popu-
lation size was set at 200, so a technology having a score of 200
in Fig. 4 indicates that that technology was uniformly present in
the converged population. Similarly, a score of zero indicates that
the technology was extinct from the final population, implying
that it was not desirable for improving the objective function.

Fig. 4 Converged technology solution set for shop cost ¿fuel
burn objective function

Fig. 5 6000 nmi mission fuel burn convergence history for
50% shop cost ¿50% fuel burn objective weights

Fig. 6 Relative shop cost convergence history for 50% shop
cost ¿50% fuel burn objective weights

Fig. 7 Converged technology solution set for 33% shop cost
¿33% fuel burn ¿33% TRL objective weights
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Since the genetic algorithm injects mutations into the popula-
tion with a relatively high probability~20% in this case!, there is
some degree of random noise in the final solution. Consequently,
a technology that is present in 90% or more of the final population
~i.e., a score of greater than 180! is taken to be part of the optimal
technology solution set whereas any technology not present more
than 10% of the time is taken to be excluded from the optimal set.
Scores of between 10% and 90% are indeterminate. Thus, Fig. 4
indicates that technologies 4, 5, 6, 8, 11, 16, 22, 24, 26, 27, 31, 32,
35, 36, 38, and 40 are part of the optimal technology solution set
if relative shop cost and fuel burn are the only considerations in
the objective function. Technologies 29 and 37 are indeterminate.

The convergence histories given in Fig. 5 and Fig. 6 give some
insight as to how the GA arrived at this solution. These figures
show a precipitous drop in both objective functions during the first
50 generations, indicating that the GA is finding technology com-
binations that benefit both objectives. After generation 50, the
solution is largely converged, as evidenced by the relatively nar-
row average dispersion between the minimum, maximum, and
average objective in the population. One can see that in the last
150 generations the average shop cost decreases slightly at the
expense of a slight increase in fuel consumption, indicating that
the GA is finding it desirable to trade some performance in the
interest of reduced cost.

The solution for the shop cost/fuel burn/TRL case is shown in
Fig. 7. In this case, TRL is given an objective weighting equal to
fuel burn and shop cost~i.e., 1/3 weight on each!. The change in
the optimal technology solution set is precipitous, as evidenced in
Fig. 7. In this case, only technologies 22, 26, 27, and 38 are
selected, with all others being rejected. The convergence history
for this case is similar to that shown in Fig. 5 and Fig. 6 and is not
shown in the interest of brevity.

The results for the GA solution incorporating the K-s model are
shown in Fig. 8. As one might expect, the results are somewhat
intermediate relative to the previous scenarios. In this case, tech-
nologies 4, 5, 16, 22, 24, 26, 27, 31, 32, 35, 38, and 40 are optimal
relative to the objective function, which includes only fuel burn

and relative shop cost. The impact of the K-s model in practice is
to degrade the fuel burn benefit obtained from the technologies, so
it is perhaps no surprise that the results obtained with this model
are intermediate.

The end result of this analysis is a technology set that can serve
as a starting point to begin more detailed technology trade studies.
In this regard, the method described herein could be thought of as
a screening tool for technologies not unlike the perturbation-based
technology analysis methods used today. However, the methods
described herein also account for risk as well as the various com-
patibility and enabling relationships amongst technologies,
whereas classical methods do not. For small studies involving
only a handful of technology options, it is possible to devise
‘‘one-on’’ and ‘‘one-off’’ perturbation studies that account for
these relationships. However, as the number of technologies under
consideration increases, the classical methods become increas-
ingly limited in the scope and accuracy of their results. The
present method has no such limitation.

Conclusions

• The solution obtained using the K-s model for technology
risk is truly the robust solution: the optimal compromise be-
tween technology uncertainty and performance benefit.

• The K-s model provides a good compromise between expe-
diency ~available with the TRL approach! and accuracy~en-
abled through mapping of distributions to TRLs!.

• K-s model as implemented herein should provide a slightly
conservative estimate of which technologies benefit a given
objective function. This is useful in determining which sub-
sets of technologies are most promising to be carried forth
into detailed product development.

• The applicability of the GA–Monte Carlo method is broader
than technology risk. The technique can be used to find a
robust solution toany engine design problem.

• This research provides a first step towards the development of
even more sophisticated and capable analysis methods that
would have provisions for other factors that must be consid-
ered in technology selection, particularly technology impact
on budget, schedule, andmanpower/resources available.
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Characterization of Ceramic
Matrix Composite Fasteners
Exposed in a Combustor Linear
Rig Test
Combustion tests on SiC/SiC CMC components were performed in an aircraft combustion
environment using the rich-burn, quick-quench, lean-burn (RQL) sector rig. SiC/SiC fas-
teners were used to attach several of these components to the metallic rig structure. The
effect of combustion exposure on the fastener material was characterized via microstruc-
tural examination. Fasteners were also destructively tested, after combustion exposure,
and the failure loads of fasteners exposed in the sector rig were compared to those of
as-manufactured fasteners. Combustion exposure reduced the average fastener failure
load by 50% relative to the as-manufactured fasteners for exposure times ranging from 50
to 260 hours. The fasteners exposed in the combustion environment demonstrated failure
loads that varied with failure mode. Fasteners that had the highest average failure load,
failed in the same manner as the unexposed fasteners.@DOI: 10.1115/1.1639005#

Introduction
A major focus of NASA’s enabling propulsion materials~EPM!

program was development of advanced ceramic matrix compos-
ites ~CMC’s! for turbine engine combustor liners. CMC’s offer
great potential to improve turbine engine performance by reducing
cooling requirements and NOx emissions by operating at higher
temperatures than materials used typically for hot structures, such
as Ni-base superalloys. A melt-infiltrated SiC fiber reinforced SiC
matrix material~MI SiC/SiC! was the result of the collaborative
efforts of NASA, General Electric, and Pratt & Whitney under the
EPM program,@1#.

Concurrent with EPM material development activities, a com-
bustion rig was designed to test MI SiC/SiC components. The
rich-burn, quick-quench, lean-burn~RQL! sector rig was designed
and fabricated to demonstrate the structural durability of the SiC/
SiC liners in a combustion environment where stresses, tempera-
tures, and pressures would accurately reflect the operating condi-
tions found in a turbine engine,@2,3#. The design of the RQL
sector rig includes several different MI SiC/SiC component geom-
etries for the combustor liner set, employing three different con-
figurations to attach the CMC’s to the metallic back structure.
Attachments and fasteners are critical design features, requiring
detailed attention and understanding for the successful insertion of
CMC components into gas turbine engines.

In this paper, characterization of one fastener concept used in
the sector rig, the Miller fastener,@4#, is discussed. The effect of
combustion exposure on the fastener material was characterized
via microstructural examination. Properties of fasteners exposed
to a combustion environment for up to 260 hours during operation
of the RQL sector rig were obtained through destructive testing
and are compared to those of as-manufactured fasteners.

Material
Fasteners were machined from eight-ply MI SiC/SiC composite

panels, manufactured by Honeywell Advanced Composites. The
panels consisted of a slurry-cast, melt-infiltrated SiC matrix, rein-

forced with Sylramic SiC fibers in a@0/90#s lay up. The fiber tows
were woven into 5-harness satin weave cloth. Fiber tow spacings
of 18 and 22 ends per inch were utilized to manufacture the pan-
els, resulting in a nominal fiber volume fraction of 35 and 42%,
respectively. More details on the material can be found in Ref.@1#.

Fastener Configuration
The Miller fastener was developed to attach nozzle and com-

bustor structural CMC components in an aircraft gas turbine en-
gine, @4#. The configuration used for the MI SiC/SiC combustor
liners is shown in Fig. 1. A schematic of the combustor liner
attachment system is shown in Fig. 2. The combustor liners are
reinforced with additional plies in the region of the fastener hole.
The Miller fastener assembly consists of a metallic threaded clevis
that supports a pin through the CMC shank. A Belleville washer
provides compliance between the back structure and the threaded
clevis. The assembly is completed with metallic nut to draw the
CMC liner to the back structure. Three-dimensional finite element
analyses were used to develop the fastener design,@4#. Benchmark
mechanical tests were conducted to minimize head design angle,
hole diameter, and distance of the hole to the end of the fastener.

Combustion Exposure
The RQL sector rig was designed by Pratt & Whitney under the

HSR program and was installed at NASA Glenn in 1998. The rig
contains two rich zone liner cans transitioning to a 60° sector lean
burn zone. Figure 3 is a schematic of the rig, along with images of

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The Neth-
erlands, June 3–6, 2002; Paper No. 2002-GT-30459. Manuscript received by IGTI,
Dec. 2001, final revision, Mar. 2002. Associate Editor: E. Benvenuti. Fig. 1 Schematic of SiC ÕSiC fasteners. Dimensions are in mm.
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the individual components. A full liner set consists of 28 liners of
6 different part geometries. Testing was conducted using a cycle
designed to approximate the pressures, temperatures, and flow
rates of an aircraft turbine engine combustor,@5#.

Several liners were removed from the sector rig after 115 hours
to conduct post-exposure analyses,@3#. The rig was reassembled
and 145 hours of additional testing was conducted. In addition, a
few liners were removed during rig operation when periodic in-
spections revealed potential damage. After completion of 260
hours of operation, the rig was disassembled and all MI SiC/SiC
combustor liners were removed.

The liner set included Miller fasteners that held 17 of the 28
components in the rig. As a result of the events described above,
the liner set available for analyses included fasteners exposed for
53, 115, 145, 207, and 260 hours.

Post-Exposure Examination
All fasteners were visually inspected to document their post-

exposure condition. Damage in the head of the fastener was ob-
served for about 60% of the fasteners removed intact. An extreme
example of the observed damage mode is shown in Fig. 4~a!. This
particular fastener could not be subjected to post-exposure de-
structive testing, but the majority of fasteners with cracks and
chipping in the ‘‘ears’’ such as this had less severe damage and
thus could be tested. Other fasteners failed in the shank region
~Fig. 4~b!!. Damage in the shank was most often observed when

Fig. 4 Damage of fasteners after removal from the sector rig

Fig. 5 Cross sections of SiC ÕSiC fasteners, „a… as-
manufactured, „b… exposed for 145 hours. The arrow indicates
the head region of both fasteners.

Fig. 2 Combustor liner fastener assembly

Fig. 3 Configuration of the rich-burn, quick-quench, lean-burn
„RQL… SiCÕSiC sector rig
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difficulties were encountered while removing the metallic nut
from the threaded clevis~Fig. 2!. About 25% of the total fastener
set was not suitable for destructive testing because of either severe
‘‘ear’’ damage such as in Fig. 4~a! or failure while attempting to
remove them from the rig.

Several fasteners were mounted for microscopic examination.
The fasteners were held under vacuum to enable pores and cavi-
ties to out-gas. The metallurgical samples were then submerged in
epoxy. The specimens were then placed in a pressure chamber and
held at 10 MPa in a nitrogen environment to force epoxy into the
pores and damage locations. After curing, the fasteners were then
sectioned and lapped in preparation for final polishing, prior to
examination.

A comparison of the microstructures of an as-manufactured fas-
tener and one that was exposed in the combustion environment for
145 hours is shown in Fig. 5. The longitudinal, through-thickness
cross sections reveal porosity in both fasteners. The large pore, in
the as-manufactured fastener, exists in the head region. The most
notable feature can be seen in the head of the exposed fastener in
the form of fiber and composite damage. The dark regions indicate
locations where fibers tows are missing due to preferential attack
of the Sylramic fibers. This attack is due to the reaction of the
boron nitride fiber interface with water vapor, present in the com-
bustion gases,@1,6#. Recession of SiC in a combustion environ-
ment can also occur due to SiO2 scale volatility,@7#.

Mechanical Testing of Fasteners
As-manufactured and exposed fasteners were destructively

tested at room temperature to measure their failure loads using a
servo-hydraulic test machine. A fixture was machined from a su-
peralloy with the same fastener hole geometry of the CMC com-
bustor liners~Fig. 6!. A clevis and pin, machined for fastener
attachment in sector rig, were used to connect the fasteners to a

pull rod. Both ends of the fixture were gripped using the wedge
grips of the test machine. Fasteners were tensile tested to failure
under load control at a rate of 20 N/sec.

Discussion
The tensile failure mode observed for all the as-manufactured

Miller fasteners is shown in Fig. 7~a!. Approximately 17% of the
combustion-exposed fasteners failed in the same manner, which is
the desired failure mode,@4#. Failure of the fastener through shear
failure of the ‘‘ears’’ of the head occurred in 70% of the exposed
fasteners~Fig. 7~b!! and was associated with observed ‘‘ear’’ dam-
age documented prior to destructive testing. The failure mode of
the rest of the exposed fasteners was associated with pre-existing
cracks, such as seen in Fig. 7~c!.

The average failure load for the Miller fasteners as a function of
failure mode is shown in Fig. 8. The as-manufactured fasteners
failed at an average load of about 1900 N, while combustor-
exposed fasteners that failed in the same mode had a 25% lower
failure load. Failure of the fastener through ‘‘ear’’ shear failure
yielded a failure load of 900 N. Those fasteners that failed due to
pre-existing cracks had the lowest average failure load, 550 N.

The effect of exposure time can be seen by examining data for
fasteners that attached one combustor liner part, the lean transition
liner ~LTL !. The RQL sector rig liner set consisted of twelve

Fig. 6 Configuration for tensile testing of SiC ÕSiC fasteners

Fig. 7 Failure modes of tensile-tested SiC ÕSiC fasteners, „a…
as-manufactured material, „b… ‘‘ear’’ shear failure of exposed
material, „c… failure associated with pre-existing cracks

Fig. 8 Failure mode versus failure load for SiC ÕSiC fasteners
tensile tested at 25°C
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LTL’s, each held in place with two Miller fasteners, Fig. 9. The
exposure temperatures of the different liner parts in the sector rig
varied. In addition, combustion gas chemistry and flow rate varied
in different regions of the rig. Examination of fastener data for
only one part can eliminate potential failure load differences due
to varying exposure conditions. During the course of the 260
hours of rig operation, several of the LTL’s and their fasteners
were removed for reasons described earlier, resulting in the largest
number of fasteners exposed for different times from a single part
type. To eliminate the effect of failure mode on failure load, only
data for LTL fasteners that failed via shear of the ‘‘ears’’ is shown

as a function of exposure time in Fig. 10. Data for the as-
manufactured fasteners is shown as well. Exposure of 50 hours
reduced failure loads by 50% relative to the as-manufactured fas-
teners. The average fastener failure load of about 900 N was the
same for all exposure times, up to the maximum of 260 hours.
Note that during sector testing, LTL fasteners reached a maximum
temperature of about 1200°C at the head surface subjected to
combustion flow.

Comparing data for as-manufactured and for exposed fasteners
that failed in the same manner as unexposed ones, an assessment
of the material degradation due to combustion exposure can be
made. As shown in Fig. 8, a 25% reduction in failure load was
measured for fasteners after combustion exposure. Additional
damage as described above was likely responsible for the switch
of failure mode and further reduction of average strength for ex-
posed fasteners.

Summary and Conclusions
Damage observed in fasteners removed from the sector rig was

due to several factors. Loads imposed during fastener installation
and/or removal likely caused some cracking. Rig mechanics had
no prior experience with CMC hardware and may have acciden-
tally induced damage during liner installation.

Also as stated earlier, difficulties were sometimes encountered
while removing the metallic nut from the threaded clevis, result-
ing in overloading of CMC fasteners. Material recession due to
the combustion environment exposure also occurred, as indicated
by Fig. 5. A combination of installation damage and water vapor
reaction may have resulted in damage that manifests itself as fas-
teners with low post-exposure failure loads. Reduction of the ten-
sile loads imposed by the metallic clevis and nut during combus-
tor testing likely resulted loosening of some of the Miller
fasteners. Damage in the ‘‘ears’’ of the head due to relaxation of
the nut torque was observed in fasteners after hot acoustic testing
of CMC nozzle liners@8#. Despite the observed cracking and ma-
terial recession, the Miller fasteners held the CMC liners in place

Fig. 9 Lean transition liners, „a… as-manufactured part, „b… installed in the sector rig

Fig. 10 Lean transition liner fastener failure loads after expo-
sure in the sector rig
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during combustion testing and thus displayed the desired damage
tolerance of a CMC component while operating in a harsh
environment.
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Fracture Toughness Testing on
Bars Under Opposite Cylinder
Loading
Bars loaded by opposite concentrated forces via rollers are appropriate test specimens for
the determination of the fracture toughness, KIc , and the crack resistance curve (R-curve)
of ceramic materials. In this paper stress solutions for the proposed test specimens are
provided, as well as the stress intensity factor and the T-stress solutions. As practical
applications, R-curves are determined for a soft PZT ceramic and several alumina
ceramics.@DOI: 10.1115/1.1639003#

Introduction
Various failure modes are responsible for failure and finite life-

times of ceramic materials. Spontaneous failure occurs when the
applied stress reaches the strength of the material or, in terms of
fracture mechanics, when the stress intensity factor,K I , the load-
ing quantity in linear-elastic fracture mechanics, reaches or ex-
ceeds the fracture toughness,K Ic , of the material for the most
severe crack in a component. Therefore, for the fracture mechan-
ics approachK Ic must be known for the spontaneous failure be-
havior to be assessed. In the case of ideally brittle materials, the
fracture toughness is independent of the crack extension and, con-
sequently, identical with the stress intensity factor,K I0 , necessary
for the onset of stable crack growth. It is a well-known fact that
failure of several ceramics is influenced by an increasing crack
growth resistance curve~R-curve!. For piezoelectric ceramics the
crack growth resistance behavior is substantially more complex
than for other ceramics. In the polarized state and especially in the
case of an externally applied electrical field, the R-curve is af-
fected via electrical-mechanical coupling.

The measurement of fracture toughness requires test specimens
with atomistically sharp cracks. In metals such cracks are intro-
duced as fatigue cracks starting from a notch. In ceramics the
creation of such cracks is more difficult.

A possibility to create a sharp crack in ceramics is the so-called
bridge method,@1,2#. In principle, this procedure may be used not
only for crack generation, but also for the determination of
R-curves. Unfortunately, the friction conditions and the pressure
distribution at the contact area between the bridge ends and the
upper surface of the test specimen are not well defined. The same
holds for the contact area between the test specimen and the sup-
porting structure.

As a modification of the bridge method, loading via rollers
separated by a short distance,d, is proposed~Fig. 1!. This test
device avoids any uncertainties in interpretation of the support
conditions by use of a symmetrical force application via four sym-
metrically arranged rollers. The measurements can be carried out
with simple bending bars~334345 mm! or fragments of shorter
length.

Stresses Caused by Two Pairs of Forces
The stresses in a strip of widthW and thicknesst, loaded by

opposite concentrated forcesP, have been computed by Filon@3#

~see also@4#!. Superposition of the results given for one pair of
concentrated forces enables the computation of the loading prob-
lem illustrated in Fig. 1~without crack!.

We obtain the stress solution for the symmetry line (x50)
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The resulting stress,sx , is plotted in Fig. 2, normalized to the
characteristic stress,s* :

s* 5
2P

Wt
. (2)

Stress Intensity Factors for Single-Edge-Cracked Bars
The stress intensity factors for edge-cracked specimens can be

computed from the stresses in the uncracked specimen by use of
the fracture mechanics weight function. Ifsx is the stress normal
to the prospective crack line andt is the shear stress at the same
location, the mode I stress intensity factorK I can be computed
from

KI5E
0

a

sx~h!hI~a,h!dh (3)

using the model I weight functionhI taken from@5#. The geomet-
ric function for the mode I stress intensity factor, denoted asYI , is
defined here by

KI5s* YIAW, such thatYI5
KI

s* AW
. (4)

The mode I stress intensity factor is shown in Fig. 3~a! as a
function ofa/W with d/W as a parameter. Table 1 contains values
for the geometric functionYI , defined by Eq.~4!.

For the special cased/W51, the geometric functionYI is fitted
from the data of Table 1 fora5a/W<0.6

YI50.905a1/223.36a3/213.86a5/211.443a7/223.87a9/2.
(5)

In special applications it may be important to know the stress
field over a longer distance from the crack tip. This can be done
by including higher order stress terms. Taking into consideration
the singular stress term and the first regular term, the near-tip
stress field of a cracked body can be described by
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s i j 5
KI

A2pr
f i j ~w!1s i j ,0 (6)

s i j ,05S sxx,0 sxy,0
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D 5S T 0

0 0D (7)

where f i j are the known angular functions for the singular stress
contribution. The constant stress term is called the ‘‘T-stress.’’

In Fig. 3~b! the T-stress is represented by the biaxiality ratio,b,
which is given by the ratio of the T-stress and stress intensity
factor according to

b5
TApa

K I
. (8)

The curve given in Fig. 3~b! can be described by~see@4#!

b5
20.46911.8589a134.527a22133.477a31127.994a4

A12a
.

(9)

Knowledge of the stress intensity factor solution enables pre-
diction of the crack growth under increasing force. For a material
without an R-curve effect, the crack propagation regions are illus-
trated in Fig. 4 for the special case ofd/W51.

If the initial crack depth,a0 , is shorter than the valueam cor-
responding to the maximum stress intensity factor~Fig. 4~a!,
crack extension is unstable up to crack lengtha1 . Then, stable

Fig. 1 Controlled fracture test device with force application
via four symmetrical rollers

Fig. 2 Axial stresses, sx , along the symmetry line xÄ0 for
two pairs of concentrated opposite forces

Fig. 3 „a… Geometric function YI according to Eq. „4…; „b… biaxiality ratio b for d ÕWÄ1

Table 1 Geometric function YI according to Eq. „4…

a/W d/W50.6 0.8 1.0 1.2 1.4

0.05 0.2234 0.2066 0.1686 0.1279 0.0916
0.1 0.1997 0.2196 0.1942 0.1538 0.1136
0.15 0.1346 0.1971 0.1903 0.1578 0.1199
0.2 0.0836 0.1660 0.1746 0.1510 0.1176
0.25 0.0526 0.1384 0.1556 0.1389 0.1103
0.3 0.0403 0.1186 0.1377 0.1250 0.1003
0.35 0.0414 0.1068 0.1224 0.1110 0.0891
0.4 0.0506 0.1011 0.1101 0.0977 0.0774
0.45 0.0641 0.0991 0.0998 0.0850 0.0658
0.5 0.0791 0.0984 0.0902 0.0727 0.0542
0.55 0.0931 0.0968 0.0804 0.0606 0.0431
0.6 0.1041 0.0924 0.0693 0.0483 0.0322
0.65 0.1094 0.0838 0.0564 0.0359 0.0221
0.7 0.1064 0.0703 0.0422 0.0239 0.0132
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crack propagation takes place. For an initial crack deptha0
>am , exclusively stable crack growth occurs~Fig. 4~b!!.

Experimental Setup
An experimental setup for a fracture mechanics test is shown in

Fig. 5. A pre-notched bar is loaded via four rollers in order to
create a sharp crack. The forcePappl52P is applied by a half-
sphere to the upper rollers. As rollers, cylindrical pins~e.g., hard-
ened steel! may be used. A simple procedure allows the estimation
of the R-curve without further equipment.

Pre-notched flexure bars are monotonically loaded. From a
force versus time record, the moment of first crack extension can
be detected as a ‘‘pop-in’’~sudden change! of the force. After a
further increase of force, the test is suspended. After removing the
force, the crack length can be estimated from its intersection at the
side surfaces of the test specimen using an optical microscope. In
addition, application of a dye penetrant to the cracked but unfrac-
tured test specimen allows measurement of the crack depth by
observation of the stained fracture surface of the broken test speci-
men. From the applied force,P, at the instart of unloading, the
corresponding crack depth,a, and the respective geometric func-
tion, YI , the stress intensity factor,K IR , present at the instart of
unloading can be computed from Eq.~4!. A series of tests sus-
pended at different loads then provides the R-curveK IR
5 f (Da).

Experimental Results
In order to demonstrate the applicability of the four-roller test

device, measurements of crack growth resistance were carried out
with a commercial soft PZT ceramic~PIC 151, PI Ceramic, Led-
erhose, Germany! and an alumina containing about 4 wt% glass
phase with a mean grain size of about 5mm ~V38, CeramTec,
Plochingen, Germany!.

Results on PZT. In the case of the PZT ceramic, V-notches
within a range of depths ofa50.5– 0.55 mm were introduced into
the unpoled test specimens of 334345 mm3 by use of the razor
blade procedure,@6#, ~see also@7#! and then annealed above the
Curie temperature. Then, the test specimens were loaded to dif-
ferent forces in the four-roller testing device, withd/W51 up to
different forces. After unloading, the cracks generated were
marked with a dye penetrant so that the crack length a could be
easily measured under the optical microscope following fractur-
ing. In Fig. 6~a! the typical curvature of the crack front is visible

Fig. 4 Crack growth under increasing load; „a… initial crack size a0Ëam , „b… a0Äam „d ÕWÄ1…

Fig. 5 Device for a four-roller crack extension test

Fig. 6 „a… Fractured test specimen, „b… crack resistance K R
„R-curve … for unpoled PZT PIC 151 as a function of crack exten-
sion „dashed curve: result from controlled bending test, †8‡…,
„c… �-poled specimens
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which is similar to those of metallic materials. This behavior re-
flects the change of plane-strain conditions in the center of the test
specimen to plane stress at the surface.

From the total maximum forceFmax52F and the related crack
lengtha, the stress intensity factorKR was computed according to
Eq. ~4! with the geometric functionYI taken from Table 1 by use
of a cubic spline interpolation. The results are plotted in Fig. 6~b!.
In addition, the R-curve obtained in a controlled bending fracture
test,@8#, is shown as a dashed line. The typical result for ceramics
is that the R-curve is not a material property but depends on the
test specimen and the loading mode~for examples see, e.g.,@9#! is
also illustrated for this material. A theoretical interpretation of the
strongly different R-curves was given in@8#.

In Fig. 6~c! the influence of the poling state onKR is shown.
The measured test specimens were poled perpendicular to the
length axis with the electrodes on the 4345 mm surfaces. The
fact, that the'-poled material exhibits a greater resistance to
crack growth is in agreement with results of Lucato et al.@10#.

Results on Al2O3. Edge-notched bars with an initial relative
notch depth ofa05a0 /W50.187 ~standard deviation50.003!
were loaded in the four-roller device up to different stress values
s* . The crack extensionsDa measured on the fracture surface are
plotted in Fig. 7~a! versuss* . The smoothing curve was used to
compute the crack growth resistanceKR . Introducings* andDa
into Eqs. ~4! and ~5! yields the R-curveKR5 f (Da) which is
plotted in Fig. 7~b!.

Comparison of the R-Curve Results
In Fig. 8 the results from Fig. 6~b! obtained with the opposite

roller arrangement are compared with results obtained by Lucato
et al.@10# with the compact tension~CT! specimen. It can be seen
that strongly different R-curves are obtained from two different
types of tests.

Experimental evidence of differently pronounced domain
switching effects for different test specimens have been found,
@8,11#. These differences are explained in@8# by the strongly dif-
ferent sx-stresses which have a strong influence on domain
switching. Figure 9 shows thesx-stresses for the three test speci-
mens. Thesx-stresses~and especially the T-stress defined as the
sx-stress atx2a50) are greater by a factor 10 than these ob-
tained by the cylinder loading test.

Conclusions
Rectangular bars loaded by opposite concentrated forces via

rollers are appropriate test specimens for the determination of the
fracture toughness and the crack resistance curve~R-curve!. In the
paper the stress solution for the proposed four-roller loading de-
vice is provided. For fracture mechanics test specimens containing
edge cracks, stress intensity factor solutions as well as a solution
for the T-stress term are given in the form of figures and tables.
Due to the continuously decreasing stress intensity factor with

Fig. 9 sx-stresses for several relative crack depths aÕW „K IÄ1 MPaAm…. Solid parts of curves: region
of crack propagation, dashed parts: region of the initial notch †8‡.

Fig. 7 „a… Crack extension as a function of the stress s* , „b…
R-curve for alumina with 4% glass content

Fig. 8 Comparison of R-curves for poled and �-poled PIC 151
measured with different specimens „results with CT-specimens
from Lucato et al. †10‡…
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increasing crack depth~under constant load!, unstable crack
propagation is completely prevented. As practical applications,
R-curves are determined for a soft PZT ceramic and an alumina
with 4% glass content. It should be mentioned that for the
R-curves obtained under roller loading and those from different
tests may be differences. It is well known that R-curves for ce-
ramics depend on the test specimen geometry, the initial crack
length, and on the loading mode~bending, tension, roller loading,
etc.!. These effects are well understood especially in the case of
R-curves based on bridging effects in the wake of a crack.
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@7# Kübler, J., 1997, ‘‘Fracture Toughness Using the SEVNB Method: Preliminary
Results,’’ Ceram. Eng. Sci. Proc.,18, pp. 155–162.

@8# Fett, T., Glazounov, A., Hoffmann, M. J., Munz, D., and Thun, G., 2001, ‘‘On
the Interpretation of Different R-Curves for Soft PZT,’’ Eng. Fract. Mech.,68,
pp. 1207–1218.

@9# Munz, D., and Fett, T., 1999,CERAMICS, Failure, Material Selection, Design,
Springer-Verlag, Heidelberg.

@10# Lucato, S. L., Lupascu, D. C., and Ro¨del, J., 2000, ‘‘Effect of Poling Direction
on R-Curve Behavior in PZT,’’ J. Am. Ceram. Soc.,83, pp. 424–426.

@11# Glazounov, A. E., Fett, T., Reszat, J. T., Hoffmann, M. J., Munz, D., and
Wroblewski, T., 2001, ‘‘Influence of Domain Switching State on R-Curves
Interpreted by Using X-Ray Diffraction Study,’’ J. Mater. Sci. Lett.,20, pp.
877–880.

54 Õ Vol. 126, JANUARY 2004 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ranjan Ganguli
Assistant Professor,

Department of Aerospace Engineering,
Indian Institute of Science,

Bangalore 560003, India
Mem. ASME

Budhadipta Dan
Student,

Department of Engineering Physics,
Indian Institute of Technology,

Mumbai 400076, India

Trend Shift Detection in Jet
Engine Gas Path Measurements
Using Cascaded Recursive
Median Filter With Gradient and
Laplacian Edge Detector
Trend shift detection is posed as a two-part problem: filtering of the gas turbine measure-
ment deltas followed by the use of edge detection algorithms. Measurement deltas are
deviations in engine gas path measurements from a ‘‘good’’ baseline engine and are a key
health signal used for gas turbine performance diagnostics. The measurements used in
this study are exhaust gas temperature, low rotor speed, high rotor speed and fuel flow,
which are called cockpit measurements and are typically found on most commercial jet
engines. In this study, a cascaded recursive median (RM) filter, of increasing order, is used
for the purpose of noise reduction and outlier removal, and a hybrid edge detector that
uses both gradient and Laplacian of the cascaded RM filtered signal are used for the
detection of step change in the measurements. Simulated results with test signals indicate
that cascaded RM filters can give a noise reduction of more than 38% while preserving
the essential features of the signal. The cascaded RM filter also shows excellent robust-
ness in dealing with outliers, which are quite often found in gas turbine data, and can
cause spurious trend detections. Suitable thresholding of the gradient edge detector
coupled with the use of the Laplacian edge detector for cross checking can reduce the
system false alarms and missed detection rate. Further reduction in the trend shift detec-
tion false alarm and missed detection rate can be achieved by selecting gas path mea-
surements with higher signal-to-noise ratios.@DOI: 10.1115/1.1635400#

Introduction
Gas turbine performance diagnostics involves the accurate de-

tection, isolation, and estimation of engine module performance,
engine system problems, and instrumentation problems using
measurements from the engine gas path,@1–5#. Changes in gas
path measurements from a baseline ‘‘good engine’’ are used to
detect changes in engine performance from the baseline state.
Typically, Kalman filter, @1–3#, or weighted least-square,@4,5#,
type methods are used to identify the condition of the engine from
gas path measurements as it deteriorates over time. In recent
years, Kalman filter@6#, neural network,@7–9#, fuzzy logic,@10#,
and Bayesian,@11#, methods have been used for fault isolation in
gas turbine engines following a sharp trend shift.

Often, a step change in measurements has been found to be a
precursor to a reliability event causing in-flight shutdowns, delays,
and cancellations or unscheduled engine removals,@7#. Such trend
changes in the gas path measurements of a given engine are hard
to detect manually because of the large number of engines in the
fleet that need to be monitored, and humans being prone to error
in manual and repetitive tasks. Therefore, computational methods
such as those involving exponential smoothing,@7#, auto-
associative neural networks,@8,9#, and nonlinear median hybrid
filters, @12#, have been investigated to automate the process of
trend shift detection.

A major problem with fault detection and isolation using gas
turbine measurement deltas is that they contain considerable
noise. The presence of this noise, which is typically high fre-
quency noise, causes problems in trend shift detection. To address

this issue, some researchers have looked at methods to reduce the
noise levels in gas path measurements. Typically, moving aver-
ages such as the ten-point moving average are used to smooth data
in the gas turbine industry,@7#. However, moving averages are
special cases of linear FIR~finite impulse response! filters, which
tend to remove noise, but also smooth out important features in
the signal such as trend shifts,@12#. Depold and Gass@7# proposed
the use of exponential average, an IIR~infinite impulse response!
filter, to simultaneously reduce noise while reducing the response
time of the filter to a trend shift. However, IIR filters are also
linear filters and are not multiscale in nature. As such linear filters
have problems in removing noise while preserving the features.
On the other hand, nonlinear filters are multi-scale in nature and
allow simultaneous noise reduction with feature preservation.

Another problem in gas turbine signals is the presence of out-
liers. Outliers are an observation, which appears to be inconsistent
with the remainder of the set of data. If not adequately addressed
they can cause false alarms in engine diagnostics systems. Depold
and Gass@7# proposed some statistical rules to detect outliers in
the measurement deltas. These rules were based on the logic that
if one measurement changed and others did not change, the data
point might be an outlier. However, in such cases, it can be diffi-
cult to select thresholds as to what qualifies as an appropriate
‘‘change’’ in the measurements versus changes caused by an out-
lier.

Lu et al. @8# suggested the use of an auto-associative neural
network ~AAAN ! to reduce the noise level in gas path measure-
ment deltas. The AAAN was trained using simulated fault samples
with various levels of trend changes. Noise filtering and trend
shift detection were done simultaneously using the AAAN. To
simulate outliers, some large deviants or ‘‘wild points’’ were im-
planted into the signals. These ‘‘wild points’’ were successfully
rejected by the AAAN filter.
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Using an alternative approach from the image-processing field,
Ganguli @12# suggested the use of FIR median hybrid filters for
decreasing noise in measurement deltas, and a fuzzy decision sys-
tem to detect trend shifts. He showed that linear FIR and IIR
filters widely used in the industry smooth out the trend shifts that
contain crucial information about the temporal location of the
fault. However, the FIR median hybrid filter performed very well
in removing noise while keeping the edge of the signal intact.
Median-type filters are also able to remove outliers,@13#.

However, the above study,@12#, had some shortcomings. The
FIR median hybrid filter worked well only when the length of the
window was quite large and had a ten-point delay in processing a
newly arriving point. Such a system would be useful if the data
was received at over ten points per flight by the monitoring sys-
tem. In general, more than two comparable readings in a single
aircraft flight are very unusual. Timely alerting would require a
near real time mode of transmission that can be very expensive.

In the current paper, the authors use the cascaded recursive
median filter to remove noise from signals. Unlike the nonrecur-
sive filter, the recursive filters converge very fast and do not need
repeated passes. They are also good at removing outliers like other
median filters. The use of recursive median filters in cascades is a
recent research development in the field of nonlinear signal pro-
cessing. In addition, the authors used a gradient and Laplacian
based edge detector, to minimize false alarms and missed detec-
tions.

Problem Formulation
Consider the four basic~cockpit! measurements from an aircraft

gas turbine engine—EGT, WF, N1, N2. Almost all engines, in-
cluding older engines, have these measurements. Some newer en-
gines may be fitted with additional pressure and temperature sen-
sors. Therefore, we concentrate on these four measurements.
Deltas for each of these are obtained by subtracting the baseline
measurements for a good engine from the actual measurement.
The baseline measurements often come from an engine model,
and various correction factors are used to reduce the measured
data to standard sea level conditions,@14#. But these gas path
measurement deltas contain high levels of uncertainty due to sen-
sor errors, high-frequency noise, and modeling assumptions.

For a typical engine the measurement deltas slowly increase
with time due to deterioration as the number of flights increases.
While deterioration accumulates over many flights, faults are
more abrupt or step changes. For a trend shift to be detectable, it
must show up beyond the scatter band caused by noise for the
measurements. In general, the trend shift can be any amount de-
pending on the impending fault. For this study, a step change in
measurement deltas of 2% or more is interpreted as a large-
enough trend shift implying a single fault event. Thus, we can
write the measurement deltas as follows:

z5z01u (1)

whereu is noise andz0 is the baseline measurement delta. Hence
given the real noisy measurement deltas, our problem is: fast de-
tection of trend shift in the presence of noise in the data. Noise is
added to the simulated measurement deltas using the typical stan-
dard deviations forDEGT,DWF, DN1, andDN2 as 4.23C, 0.50%,
0.25%, and 0.17%, respectively. These values are representative
of airline data and are obtained from Lu et al.@8,9#. It is also
possible that there are non-Gaussian outliers or ‘‘wild points,’’ as
stated by Lu et al., in the data.

Note that the problem formulation above is idealized and does
not account for engine-to-engine variation, measurement bias, and
gradual engine deterioration among others, which should be ad-
dressed in future work. However, the problem allows for simple
illustration of the algorithms used in this study.

Image Processing Concepts
Our objective is to detect trend shifts in gas turbine measure-

ment deltas. To do so, we borrow ideas from image processing,
@15#. Images are two-dimensional signals composed of pixels with
different levels of brightness. Images are often contaminated with
Gaussian as well as impulsive noise. The need for detection of
edges~pixels with higher brightness than the neighborhood! has
led to significant research on nonlinear filtering and edge detec-
tion.

Typical edge detection methods,@16–18#, use gradient~first
derivative! or Laplacian~second derivative! operators to detect
edges in images that are essentially discontinuities in the pixel
values. In many machine vision applications, it is useful to sepa-
rate out the regions of the image corresponding to the objects of
interest, from the regions of the image corresponding to the back-
ground. At the edge, the magnitude of the gradient peaks and the
Laplacian goes through a zero crossing. Thresholding the gradient
is a way to perform the segmentation of the image on the basis of
different regions or colors in the foreground and background of
the image. Thus a grayscale image can be interpreted in black and
white.

However, in order to use such derivative operators for edge
detection, the image needs to be preprocessed using some smooth-
ing filter to suppress noise. This is because noise in the image gets
amplified due to derivative operations. Unfortunately, linear
smoothing methods blur the sharp edges in the image, and are not
good at removing impulsive noise. Therefore, nonlinear filters
such as median filters are often used to preprocess images,@19–
32#.

This image processing research is applicable to our health-
monitoring problem because the gas turbine measurement delta
signal can be viewed as a one-dimensional image. In the follow-
ing sections, we introduce the concepts of the cascaded recursive
median filters and edge detection in greater detail.

Median Filter
Median filters are an important class of nonlinear filters,@19#.

Nonlinear filters are multiscale in nature and possess the special
ability of reducing noise without affecting the various features of
the signal, which may represent a fault in the engine. AnN-point
median filter takesN points surrounding the central point and
gives their median as the output, i.e., ifzk denotes the input signal,
then the output of the median filter is

yk5median~zk2n ,zk2n11 ,¯ ,zk ,¯ ,zk1n21 ,zk1n!

where N52n11 is the window length of the filter. Since the
median does not cause much blurring to edges, it can be applied
iteratively. However, a very large number of iterations can be
required by the median filter to converge to a root signal,@20#. A
root signal is a signal that does not change on further passes of the
median filter, which means that

zk5median~zk2n ,zk2n11 ,¯ ,zk ,¯ ,zk1n21 ,zk1n!.

In addition, individual spikes do not affect the median value so
median filters remove impulsive noise quite well,@21#. For ex-
ample, the median filter can discard gross outliers. Since a median
filter takes previous as well as future input values for calculating a
particular output, it has an associated time lag. But at the same
time it is much more effective, as compared to a linear filter, in
eliminating high-frequency Gaussian noise while preserving the
essential signal features.

Recursive Median Filter
A modified version of these median filters is the recursive me-

dian ~RM! filter, @23–25#. Recursive median filters possess supe-
rior noise attenuation capability compared to their nonrecursive
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counterparts,@24#. An RM filter uses some previous output values,
instead of previous values for arriving at the next output, i.e., for
an RM filter

yk5median~yk2n ,yk2n11 ,¯ ,xk ,¯ ,zk1n21 ,zk1n!

whereN52n11 is the window length of the filter. Some funda-
mental properties of RM filters are

1. Any input signal reduces to a ‘‘root’’ signal after one or very
few RM filter steps or equivalently the output will not be modified
by further application of the same filter. The RM filter is therefore
more efficient than the median filter that can require many itera-
tive passes to converge to the root. Recursive filters also ease
hardware implementation.

2. The RM filter output is always made up of monotone se-
quence~‘‘edges’’! linked together with ‘‘constant neighborhoods’’
having a length of at leastn11 if the window length of the filter
is 2n11.

Recursive median filters also have a higher immunity to impul-
sive noise or outliers in the data than median filters. Recursive
median filters can be improved further when they are arranged in
a cascade of increasing order.

Cascaded Recursive Median Filter
Bangham@26# observed that better noise removal is possible,

compared to the recursive median filter, if we apply more than one
RM filter sequentially on the same set of data points with the
window lengths of the filter increasing. These are called cascaded
RM filters and also the recursive median sieve,@26–31#. Cas-
caded recursive median filters also make for easier software,@27#,
and hardware implementation,@28#. Alliney @29# gives analytical
results showing the advantages of the cascaded RM filters. Con-
sider onem-point RM filter and onen-point RM filter cascaded
together. Passing the input signal through them-point RM filter
and the corresponding output through then-point RM filter gives
the final output signal, with quite large noise reduction and at the
same time maintaining good feature representation. The results
obtained are best if we use RM filters of increasing window size,
i.e., 2n11, n51,2, . . . , arranged in a cascade. For example, a
three-point and five-point recursive median filter can be cascaded
as follows:

yk
15median~yk21

1 ,zk ,zk11!

yk11
1 5median~yk

1,zk11 ,zk12!

yk12
1 5median~yk

1,zk12 ,zk13!

yk
25median~yk22

2 ,yk21
2 ,yk

1,yk11
1 ,yk12

1 !.

The use of median filters of increasing order, arranged in a
cascade, is especially profitable when one wants to remove distur-
bances superimposed on rectangular impulse trains or sharp
changing signals. However, the use of the five-point RM filter
results in a three-point time delay. This can be observed by con-
sidering the following logic:

1. The five-point RM outputyk
2 is a function ofyk12

1 .
2. The outputyk12

1 from the three-point RM filter is a function
of zk13 .

Recently, Yli-Harja et al.@32# have shown that cascaded me-
dian filters can be implemented in hardware in a straightforward
and compact manner. They are therefore useful for online appli-
cations also. Alliney@29# also mentions that the resulting signals
after passing through the cascaded recursive median filters appear
to be very satisfactory from a visual point of view. He speculates
that some relationship could exist between the nonlinear filtering
algorithms and the human visual cognition process. The human
visual system tends to give very high importance to edges in im-
ages and signals, in a manner similar to the nonlinear filters.

Edge Detection
Edge detectors are a collection of image preprocessing methods

used to locate changes in the image intensity function. Images are
composed of pixels, and edges are pixels where this function
~brightness! changes abruptly. There are many methods for edge
detection in images. However, among them the most widely used
are the ‘‘gradient based edge detector’’ and the ‘‘Laplacian edge
detector.’’ These methods allow us to locate changes in the inten-
sity function using derivatives. The gradient and Laplacian edge
detectors are defined below.

Gradient Edge Detector. An edge is a monotone sequence
surrounded by constant neighborhoods of different values. As a
result, a sharp peak in the gradient characterizes an edge. In gen-
eral, comparing the magnitude of the gradient to a threshold can
identify candidate edge points in a signal. Thresholding ensures
that all points having a local gradient above the threshold must
represent an edge. Thresholds are typically set based on an esti-
mated signal to noise ratio. The Canny edge detector,@16#, for
example, uses gradients for edge detection. If the threshold is set
low, then all edge points in a signal will be detected. However,
nonedge points, including regions of high noise, will also be
falsely detected. These false alarms can be minimized by using a
‘‘filtering’’ operation that removes noise but leaves the edge intact.

Laplacian Edge Detector. The gradient at an edge reaches a
maximum. Similarly, the Laplacian at an edge equals zero. There-
fore, there is a change in the sign of the Laplacian before and after
the edge occurs. In general, it is much easier and more precise to
find a zero crossing than a maximum point. In addition, while the
gradient depends on the steepness of the edge, the Laplacian does
not. The Marr edge detector,@17#, uses the zero crossing of the
Laplacian for edge detection.

A key problem in edge detection is that the gradient and La-
placian tend to amplify the effect of high-frequency noise in the
data. In addition, the presence of impulsive noise or outliers can
cause spurious edges to be detected. Therefore, a smoothing or
filtering method is generally used on the signal before performing
edge detection. We will use the cascaded recursive median filter
for smoothing the gas path measurement deltas in our study. We
also use the gradient and Laplacian edge detector simultaneously
for improved edge detection accuracy. Chou and Bennamoun@18#
recently suggested the use of such a hybrid edge detector combin-
ing the first and second order differential edge detectors. They
showed that for two-dimensional medical images their combina-
tion of two differential edge detectors gave accurate edge local-
ization and showed robustness to noise.

Numerical Experiments
Simulated data for the test signal are used to test the cascaded

RM filter for noise reduction. The filtered test signal is then used
to test the combination of the gradient edge detector and the La-
placian edge detector for trend shift detection.

Test Signal. The test signal stretches over 20 discrete time
points and it assumes that some fault arises in the engine at dis-
crete timek511 and continues untilk520, resulting in an indi-
vidual 2% change in theDWF, DN1 andDN2 measurement and a
13.6°C change inDEGT. TheDEGT signal is selected in terms of
actual temperature, as percent changes are unavailable from the
literature. A 13.6°C change inDEGT corresponds to a 2% HPC
performance loss using faults defined in Lu@8#, Volponi @6#, and
Ganguli @10#. The ideal test signals, along with a signal with
added Gaussian noise, are shown in Figs. 1–4. The standard de-
viation for the Gaussian noise added toDWF, DN1, DN2, and
DEGT are 0.5%, 0.25%, 0.17%, and 4.23°C, respectively. These
numbers are obtained from a comprehensive study of airline data
and are reported by Lu@8# and Ganguli@10#.

Noise Reduction. Figures 1–4 also show the results of pass-
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ing the noisy data through the three-point RM filter and the five-
point RM filter, cascaded together. It is clear that the cascaded RM
filter, of increasing order, removes a considerable amount of high
frequency noise, while preserving the sharp trend shifts. Since a
trend shift can identify the temporal location of a fault, preserving
them is very important for fault detection. In addition, by remov-
ing noise while preserving signal features, the cascaded RM filter
enables better visualization of the signal.

Figures 1–4 give a qualitative idea of noise reduction in the
data due to passage through the cascaded recursive median filter.

To obtain a quantitative idea of the noise reduction, we look at the
root mean square~RMS! error in the signal, which is a measure of
the difference between the noisy or filtered and the ideal signal
and is given as

Q5
1

M
A(

i 51

M

~zi2zi
0!2.

The error is a measure of noise in the signal,M is the number of
points in the signal sample, andzi is thei th measurement delta. If
Q is zero, all the noise has been eliminated, and the real signal is
identical to the ideal signal.

To obtain the error measureQ, we create 5000 samples of noisy
data for the test signal. The error is then calculated as the average
value for all the noisy signals. It is found that for all four mea-
surements there is a reduction in the noiseQ of about 38% after
filtering compared to the noisy signal. It should be noted that this
substantial noise reduction is obtained while preserving the trend
shifts in the signal, which are needed for fault detection.

Outlier Removal. While all other results in this paper are
obtained assuming Gaussian noise, we illustrate the power of the
cascaded RM filter to remove outliers in Fig. 5. Outliers have
been defined as ‘‘an observation, which appears to be inconsistent
with the remainder of the set of data,’’@33#. Here the noisy signal
for DWF in Fig. 2 is further contaminated by adding the value 1%
at k55 and subtracting 1% atk515 to the noisy signal. Since the

Fig. 1 Ideal, noisy, and cascaded recursive median filtered
signal for DEGT

Fig. 2 Ideal, noisy, and cascaded recursive median filtered for
DWF

Fig. 3 Ideal, noisy, and cascaded recursive median filtered
signal for DN1

Fig. 4 Ideal, noisy, and cascaded recursive median filtered
signal for DN2

Fig. 5 Noisy signal with outliers at kÄ5 and kÄ15 along with
cascaded recursive median filtered signal and exponential av-
erage filtered signal
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standard deviation forDWF is 0.5, these are equivalent to a 2s
addition and subtraction. It is clear from Fig. 5 that the cascaded
RM filter discards the outlier points easily.

The results of using the exponential average filter are also
shown in Fig. 5. This filter has the form~@34#!:

yk5azk1~12a!yk21 .

The results in Fig. 5 usea50.25. It can be observed that the
exponential average creates a smoothing out of the trend shift. The
cascaded RM filter has an advantage in removing outliers and
maintaining the trend feature and temporal information in the fil-
tered data. Note, however, that Fig. 5 does not indicate the time
delay of three points in the RM filter when compared to the ex-
ponential filter.

Trend Shift Detection. A key factor in any edge detection
algorithm is establishing where the detection threshold should be
set, @15#. The measurement deltas entering the edge detector are
preprocessed by the cascaded RM filter. For all results, we use a
combined gradient/Laplacian edge detector. This edge detector de-
tects an edge if the gradient exceeds a predetermined threshold
value and the Laplacian changes sign at that point. Figure 6 shows
a schematic representation of the trend shift detection algorithm.

To understand the mechanism of edge detection, consider the
gradient and Laplacian of theDWF measurement~Fig. 2! shown
in Figs. 7 and 8, respectively. Note that the trend shift takes place
between discrete timek21 andk of 10 and 11, respectively. For
discrete signals, we need to calculate the derivative by finite dif-
ference approximation. Using a backward difference calculation
of the gradient, we have

¹k5zk2zk21

wherezk andzk21 are the measurement deltas at discrete timek
andk21. Therefore, the gradient shows a peak atk511 for the
trend shift. The Laplacian is then calculated as

¹k
25¹k2¹k21 .

The Laplacian changes sign betweenk and k11 of 11 and 12,
respectively. Therefore, we can say that a trend shift occurs at
discrete timek if

u¹ku.T and sign~¹k
2!Þsign~¹k11

2 !

whereT is a threshold selected from numerical experiments dis-
cussed later in the paper. There is an additional time delay of one
point in our formulation above since¹k11

2 is required. The use of
the RM filters introduces a three-point time delay, as discussed
earlier. Thus the total time delay for the edge detection algorithm
is four points.

The ideal data in Fig. 7 shows a trend shift at point 11, which is
validated at point 12 by the zero crossing of the Laplacian in Fig.
8. However, the noisy data shows gradient values that are nonzero
at many points, and shows several zero crossings of the Laplacian.
For the filtered signal, the noise is greatly reduced, and so are the
spurious edge indicators for the gradient and the Laplacian. All
future results are obtained with the filtered signal and the algo-
rithm defined in Fig. 6.

Threshold Selection. To empirically obtain a threshold on
the gradient edge detector, we take 5000 samples of noisy data for
each measurement, assume a thresholdT, and calculate the num-
ber of false alarms and the missed detections. A missed detection
occurs when the trend shift, which has occurred, is not detected. A
false alarm occurs when a point where the trend shift does not
occur is flagged as a trend shift point. The thresholds are varied
over a range of values to evaluate the number of false alarms and

Fig. 6 A schematic view of trend shift detection algorithm

Fig. 7 Absolute value of gradient for ideal, noisy, and cas-
caded recursive median filtered signal in Fig. 3

Fig. 8 Laplacian of ideal, noisy, and cascaded recursive me-
dian filtered signal in Fig. 3
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missed detections given by the edge detector. The false alarms are
measured by removing the trend shift in the test signal, which
makes it a signal for a healthy engine with added noise.

Figures 7–10 show the results of the numerical experiments for
DEGT, DWF, DN1, andDN2, respectively. As the threshold value
is increased, the number of false alarms decreases but the number
of missed detections increases. Measurements with better signal-
to-noise ratio~S/N! can be used to obtain threshold values, which
give both reduced false alarms and missed detection rates. In our
study, the~S/N! for DEGT, DWF, DN1, andDN2 are 3.215, 4, 8,
and 11.764, respectively. These nondimensional values are ob-
tained by dividing the maximum trend shift magnitude by the
standard deviation of a given measurement~for DEGT: 13.6/4.23,
for DWF: 2/0.50, forDN1: 2/0.25 and forDN2: 2.0/0.17!.

A quantitative idea of these numerical experiments can be ob-
tained from Table 1. Analyzing Figs. 9–12 and the underlying
data, a suitable threshold value is chosen for each case, such that
there are no false alarms and minimum missed detections for the
5000 data sampled used in this evaluations.

Testing of Trend Detection Algorithm. Once the threshold
values have been selected, the trend detection algorithm defined in
Fig. 6 can be tested. Using the threshold values in Table 1, the
percentage of false alarms and missed detections is calculated
over 5000 new samples of noisy data and are given in the Table 1.
These noisy samples are different from those used for creating the
thresholds. For theDEGT andDWF measurement, there are a
considerable number of missed detections, if the threshold is se-
lected to minimize false alarms. However, for the rotor speeds
DN1 andDN2, we can obtain thresholds such that the false and
missed detections are both zero. The high rotor speedDN2 turns
out to be the best measurement to monitor for trend detection.

It should be noted that other measurements besides rotor speed
might provide an indication of engine distress for certain type of
faults. In general, rotor speed shifts are small and so the true
signal-to-noise ratio would be different for different faults. The
DEGT andDWF signals are then more likely to reflect engine
health. In general, the establishment of detection thresholds is a
trade off between false alarms and missed detections. These
thresholds can also be set or tuned by the end user or by some
automated system based on historical data. Individual sensor sig-
nal to noise ratios will determine the achievable false alarm and
missed detection ratio.

Finally, we point out that one of the benefits of the trend shift
detection approach proposed in this paper is that it will work
regardless if the trend shifts is from zero or from some other
nonzero quasi-steady-state measurement value. This is because of
the use of gradient information for edge detection.

Fig. 9 Missed detections and false alarms for trend shift de-
tection with varying values of threshold on DEGT

Fig. 10 Missed detections and false alarms for trend shift de-
tection with varying values of threshold on DWF

Table 1 False and missed detections with thresholds obtained
from numerical experiments

Measurements Threshold Missed Detections~%! False Alarms~%!

EGT 11.5~C! 70.72 0.00
WF 1.40% 43.82 0.00
N1 0.60% 0.00 0.00
N2 0.40% 0.00 0.00

Fig. 11 Missed detections and false alarms for trend shift de-
tection with varying values of threshold on DN1

Fig. 12 Missed detections and false alarms for trend shift de-
tection with varying values of threshold on DN2
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It should also be pointed out that there are specific trend shift
cases that the algorithm developed in this study alone would not
detect. This includes intermittent shifts that the median filter
would discard as outliers. It also includes gradual trend shifts that
occur over several samples that the edge detector would not nec-
essarily detect. The cascaded RM filter with edge detection is best
suited for sharp trend shifts in gas path measurements.

Conclusions
Fast and effective trend shift detection requires filtering of the

data for removing the high-frequency noise while preserving the
sharp edges. The following conclusions are drawn from the study.

1. Among nonlinear filters, ‘‘cascaded recursive median fil-
ters,’’ of increasing order, are found to have the capability of noise
removal with accurate signal feature preservation. They are also
very fast converging, i.e., only one pass is required to obtain the
accurate root signal, and are well suited for software and hardware
implementations.

2. Simulated faulty data, indicating the effect of the fault in the
engine onDEGT, DWF, DN1, andDN2 are passed sequentially
through a three-point RM filter and five-point RM filter. A sub-
stantial noise reduction of about 38% is found after a single pass.

3. The task of trend shift detection is accomplished by using a
combination of gradient edge detector and Laplacian edge detec-
tor. This combination is also found to be very effective. A suitable
choice of threshold value for the gradient of the filtered data,
along with the Laplacian edge detector used for cross checking,
can be chosen to minimize false alarms.

4. For the particular faults and noise levels considered in this
study, only the low rotor and high rotor speeds were found to be
able to give zero false alarms and zero missed alarms. In general,
measurements with less noise are more suited to trend detection.

5. One of the benefits of the trend shift detection approach
proposed in this paper is that it will work regardless if the trend
shifts is from zero or from some other nonzero quasi-steady-state
measurement value.
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Nomenclature

EGT 5 exhaust gas temperature
k 5 discrete time

N1 5 low rotor speed
N2 5 high rotor speed

T 5 threshold
WF 5 fuel flow

z 5 measurement deltas
¹ 5 gradient

¹2 5 Laplacian
D 5 change from baseline ‘‘good’’ engine
Q 5 root mean square error
h 5 efficiency
s 5 uncertainty as standard deviation
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The Recuperative Auto Thermal
Reforming and Recuperative
Reforming Gas Turbine Power
Cycles With CO2 Removal—Part
II: The Recuperative Reforming
Cycle
The relatively innovative gas turbine based power cycles R-ATR and R-REF
(recuperative–auto thermal reforming GT cycle and recuperative–reforming GT cycle)
here proposed, are mainly aimed to allow the upstream CO2 removal by the natural gas
fuel reforming. The second part of the paper is dedicated to the R-REF cycle: the power
unit is a gas turbine (GT), fuelled with reformed and CO2 cleaned gas, obtained by the
addition of several sections to the simple GT cycle, mainly: • reformer section (REF),
where the reforming reactions of methane fuel with steam are accomplished: the neces-
sary heat is supplied partially by the exhausts cooling and, partially, with a post-
combustion, • water gas shift reactor (WGSR), where the reformed fuel is, shifted into
CO2 and H2 with the addition of water, and • CO2 removal unit for the CO2 capture from
the reformed and shifted fuel. No water condensing section is adopted for the R-REF
configuration. Between the main components, several heat recovery units are applied,
together with GT cycle recuperator, compressor intercooler, and steam injection into the
combustion chamber. The CO2 removal potential is close to 90% with chemical absorp-
tion by an accurate choice of amine solution blend: the heat demand for amine regen-
eration is completely self-sustained by the power cycle. The possibility of applying steam
blade cooling (the steam is externally added) has been investigated: in these conditions,
the R-REF has shown efficiency levels close to 43–44%. High values of specific work
have been observed as well (around 450–500 kJ/kg). The efficiency is slightly lower than
that found for the R-ATR solution, and 2–3% lower than CRGTs with CO2 removal and
steam bottoming cycle, not internally recuperated. If compared with these, the R-REF
offers higher simplicity due to absence of the steam cycle, and can be regarded as an
improvement to the simple GT. In this way, at least 5–6 points efficiency can be gained,
together with high levels of CO2 removal. The effects of the reformed fuel gas composi-
tion, temperature, and pressure on the amine absorption system for the CO2 removal have
been investigated, showing the beneficial effects of increasing pressure (i.e., pressure
ratio) on the specific heat demand.@DOI: 10.1115/1.1639008#

Introduction

During the last ten years, special attention has been devoted by
research institutions and industry to the study and development of
low-CO2 emissions power cycles. The activities in this field reg-
istered an important increase during the last five years, following
the Kyoto Protocol, subscribed by many industrialized countries.

Many of the different proposals for new-concept power plants
involved GT-based power cycles. Basically, two categories of so-
lutions seem to be practicable in the short–medium term: the first,
involving the downstream CO2 removal from the CO2 enriched
exhausts, obtained by the semi-closed GT cycles,@1–9#, and the
second, where the upstream CO2 removal is obtained by the fuel
decarbonization amount of the combustion chamber,@10–13#. The

second category is the basic guideline for the present work, where
two GT power cycles with integrated fuel decarbonization and
subsequent CO2 capture are analyzed.

The CO2 removal from the fuel is an increasingly investigated
opportunity: The general approaches are those linked with CRGT
~chemically recuperated gas turbine! and POGT~partial oxidation
gas turbine! cycles, @10,11#. In the CRGT, the original methane
fuel is converted into a mixture of H2 , CO2 , CO and steam by the
steam reforming: the heat due to the related endothermic reactions
can be provided by thermal recuperation from the exhausts,
@11,13#, or by a partial combustion into the reformer itself~auto
thermal reforming, ATR,@12#!. The recently studied CRGTs rep-
resent an attractive alternative to the classic GT recuperative
cycles, due to the higher heat recovery levels, chemically en-
hanced,@14#. However, when considering its application in the
field of powerplants with low CO2 emissions, the conversion lev-
els of methane fuel into H2 becomes mandatory. To this aim, the
operating temperature and pressure of the reformer play a key
role: temperatures of 800–1000°C allow the conversion of about
60 to 95%, increasing with increasing steam/methane ratio and
with decreasing pressure,@11#.
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Dec. 2001, final revision, Mar. 2002. Associate Editor: E. Benvenuti.

62 Õ Vol. 126, JANUARY 2004 Copyright © 2004 by ASME Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Since the temperatures of exhausts from standard GT range
between 500 and 600°C, it is impossible to have high levels of
conversion by the simple reforming. Then, it is supported by the
water gas shift reactor~WGSR!, downstream the reformer, that
allows the conversion of the reformed gas into a CO2 and H2 rich
mixture, ready to be treated by the CO2 removal sections.

The upstream CO2 removal by fuel decarbonization allows a
consistent reduction in size for the CO2 separation plant, with
respect to the downstream CO2 removal from the exhausts, due to
the much lower mass flow rates. Chemical CO2 separation is here
investigated and discussed. Physical separation by membranes is a
continuously evolving technology and has reached commercial
levels, even if the presence of hydrogen is not, at present, well
studied and shows, however, some evident efficiency lacks,@15#.
Moreover, the membranes require high pressure levels, which
contributes to reduce the reforming methane conversion. Chemi-
cal CO2 separation by solution of ethanolamines seems thus to be
a more promising technique, also in the field of upstream CO2
capture,@1,2#. The same reasons listed in Part I,@16#, of the paper
lead to choose chemical absorption of CO2 instead of physical
solvents.

Description of the R-REF Power Cycle
The objective of the second part of the paper is inquiring the

R-REF cycle, schematically shown in Fig. 1. It is based on a
recuperative GT power cycle, but substantial differences in the
fuel reforming chain have been introduced with respect to the
R-ATR described in the first part of the manuscript,@16#. The heat
needed by the reformer~REF! to sustain the related endothermic
reactions is partially recuperated by cooling the GT exhaust.
Moreover, in order to rise the reformer temperature to levels typi-
cally required by the reforming reactions to reach an appreciable
conversion level of the CH4 primary fuel, post-combustion of
some CO2-cleaned fuel in the post combustror~PC! is applied.
The excess air present in the exhaust is used for this post com-
bustion. The following reactions have been considered in model-
ing the REF:

CH41H2O↔CO13H2

CO1H2O↔CO21H2

2CO↔C~solid)1CO2 .

Increasing temperature favors the reforming process, whereas
the pressure has an opposite effect,@11#.

The gas composition at the REF exit can be considered, with a
satisfactory approximation, to be that resulting from chemical
equilibrium if suitable catalysers are added,@13#, and an adequate
sizing of bed reactor catalyst with heat exchanger of 3–4 tube
rows per cold side pass is adopted,@14,17,18#. The fuel tempera-
ture and composition at the REF outlet is then calculated from the
energy, mass balances, and chemical equilibrium equations. The
third chemical reaction must be almost completely directed to-
ward the reactants, in order to avoid solid carbon formation: For
this reason, the steam-to-methane ratio at the reformer inletKsteam
is always kept higher than 1.5,@13#.

The reformed fuel gas is then sent to the WGSR, where the
CO2 and H2 concentrations are enhanced to values that allow the
subsequent CO2 capture. The steam due to the reforming is pro-
duced by heat recovery from the hot reformed fuel~points 9–10!
and the exothermic reactions of the WGSR, which serves as an
economizer~points 6–7!. Given the relatively low steam content
of the reformed fuel, the water condensing heat exchanger~SEP,
used in R-ATR, see Part I of the paper! downstream the WGSR is
not required.

Downstream the REF~point 62!, the heat content of the exhaust
is partially recuperated into the GT cycle~points 62–41!, partially
for producing the steam needed for blade cooling in the HRSG1
and, finally, for regeneration of amine used in the CO2 removal
section~points 20–21!. The water used for the intercooler com-
pressor~33! is taken externally, while the amount of steam even-
tually exceeding that necessary for blade cooling can be injected
into the combustion chamber. The small compressor C3 covers the
pressure losses encountered by the clean reformed fuel through
the heat exchangers passages.

The basic operating data of the R-REF cycle are reported in
Table 1.

Performance Analysis of the Proposed Cycles
The thermodynamic calculations on the proposed R-REF cycle

have been performed using a dedicated program, developed in
EES software environment, on the same basis of the R-ATR, dis-
cussed in the first part of paper and the same blade cooling model.
The GT cycle is the core of the proposed power plant and the GT
exhaust temperature is basically a function of pressure ratio; an
extensive analysis of the performance and CO2 removal potential
versusb has been thus carried out. The effects of maximum cycle
temperatureTmax have not been discussed, since an increase in
this parameter should favor both the gas cycle performance and
the reforming processes, leading to lower CO2 emissions.

Fig. 1 Schematic representation of the steam cooled R-REF cycle
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The maps of performance exploited by the R-REF power cycle
~primary fuel LHV efficiencyhGT versus specific workWsp) with
variableb are represented in Fig. 2, for simple air and steam blade
cooling.

Quite different behaviors are observed for the R-REF cycles
using air or steam cooling: at very low pressure ratios, the effects
of recuperation prevails, leading to higher efficiency for the steam
cooling cases. With increasingb, much higher amounts of steam
can be produced and injected in combustion chamber due to the
lower cycle recuperation~see Figs. 3 and 4!. Fromb58 for steam
cooling andb57 for air cooling, this effect is dominant on the
cycle efficiency, which is lead to decrease. On the whole, the
R-REF shows lower efficiency levels than the R-ATR presented in
Part I, @16#, as well as a higher sensitivity of the efficiency to the
pressure ratio. This is mainly due to the different composition and
conditions of the reformed fuel sent to the CO2 removal unit: in
R-REF configuration, this determines the absorption of a consis-
tent amount of methane~about 10%!, together with the CO2 ,
which is lost for power production. The efficiency level is in-
creased with decreasing post combustion temperatureTpc ,
whereas the same behaviors and optimizingb can be observed
moving fromTpc51100 toTpc51150 K.

The peaky shape of the performance and steam production
curves for steam cooling close to the optimization point is directly

linked with the intercooler mass flow rate behavior: this is set to
be the saturating amount only from pressure ratio values that al-
low the production of the necessary blade cooling steam. At very
low b, the cycle recuperation level is limited by reducing the
spray intercooling and allowing values ofT41 high enough to
achieve the production of the required blade cooling steam mass
flow. Then, two different operating regimes are present forb val-
ues lower and higher than the optimizing value. In other words,
the efficiency of the steam-cooled configurations is optimized
when mws is the maximum value allowing the production of the
exactly required steam cooling flow rate.

As found in R-ATR cycle in Part I, some beneficial effects of
pressure ratio on performance are due also to the reduced thermal
request for the CO2 sequestration with amine solutions linked to
the higher absorber operating pressure,@15,19#, as will be re-
marked in the paragraph dedicated to the CO2 removal section.

The Reforming Section: R-REF Power Cycle Paramet-
ric Analysis

The R-REF fuel gas composition along the main components of
the fuel reforming–decarbonization line is shown in Table 2.

The CO2 emissions of the R-REF cycles with air and steam
cooling are reported in Fig. 5: At high values ofb, CO2 emissions
decrease with increasing post combustion temperature. At low
pressure ratios, the sensitivity toTpc is less evident. This behavior
is due to the opposite trend of the chemical equilibrium in the
reformer and the WGSR: increasingTpc , the unconverted fraction
of methane in the reformer decreases, but the WGSR temperature
T11 is increased~Fig. 6!, leading to lower levels of CO-to-CO2
conversion and, finally, to a reduction in fuel decarbonization, as
shown in Figs. 7 and 8. In other words, the pressure ratio has the
same effect asTpc on the CO2 removal, because, for fixedTmax,
an increasingb leads to a reduction inT60 and, finally, of the

Table 1 Main R-REF cycle operating data

b1 First compressor pressare ratio Ab

mcomp@kg/s] Compressor mass flow 100
Tmax @K# Maximum cycle temperature 1500
Tb @K# Turbine blade metal temperature 1100
«H Turbine blade cooling efficiency 0.4
ef Turbine film cooling effectiveness 0.2
hSC Compressor isentropic efficiency 0.89
hSC Turbine isentropic efficiency 0.91
LpCC Combustion chamber pressure loss

Dp/p
3%

LpPC Post-combustor pressure lossDp/p 3%
LpRIG Recuperator pressure lossDp/p 5%
LpREF,c Cold side reformer pressure loss

Dp/p
10%

LpREF,h Hot side reformer pressure lossDp/p 1%
DTRIG @K] Recuperator approach temperature

difference
30

T18 @K# Exit HRSG1 temperature~R-REF
cycle!

Tsat11
0

hCO2 CO2 removal efficiency of the
chemical absorber

90%

Fig. 2 Performance maps of R-REF cycle

Fig. 3 Steam production versus b for the steam cooled R-REF

Fig. 4 Recuperator end temperatures versus b for the steam
cooled R-REF

64 Õ Vol. 126, JANUARY 2004 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



steam reformer operating temperature. The same effects, and very
similar results, have been found also for the air-cooled R-REF.
This suggests the opportunity of using these cycles with low pres-
sure ratio gas turbines or to riseTpc with increasingb, in order to
maintain limited CO2 emission levels.

The combined effects ofKsteam~defined, as in Part I, asKsteam
5ms5 /mp f) andb on the steam cooled R-REF cycle are reported
in Fig. 9: the influence of this parameter is limited influence on
the specific work, but consistent on the efficiency. Moving from

Ksteam52 to 2.5, an efficiency drop of about 1% is observed on
almost the whole field ofb. This effect is explained by the in-
creased heat demand of the reformer with inlet steam flow rate,
and by the subsequent decay ofT62, which brings to reduced
level of cycle recuperation. The increased thermal request of the
reformer withKsteamis due to the higher methane conversion and
to the drop in reformer inlet temperature (T5). Moreover, for low
Ksteamvalues it is possible to inject higher amounts of steam in the
combustion chamber, due to the higher difference between the
recuperator exit temperatureT41 and the CO2 removal system in-
let temperatureT20 ~which is decreased because of lower CO2
conversion!.

The CO2 removal potential is, instead, greatly increased with
Ksteamand reaches the 80% level only with values around 2.5~Fig.
10!.

The temperature range on the hot side~9–10! of HRSG2, is not
so high as that found for the 9–51 superheater of the R-ATR~see
Part I of paper@16#!, but the inlet zone is likely to be interested by
metal dusting conditions~Table 2!. The possibility of metal dust-
ing attack in HRSG2 has been analyzed, referring to the graphs of
carbon activity as a function of gas composition and temperature
~originally from @20# and reported on@21#!. Referring to the av-
erage composition of the reformed fuel at the REF exit~Table 2!,
the following values have been calculated:

pCOpH2 /pH2O53.17

pCO
2 /pCO252.86

pCH4 /pH2
2 50.021.

The operating field of the HRSG2 could then fall in a dangerous
zone, where, depending on the alloy used, metal dusting is likely
to proceed, especially into the 500–700°C range. As pointed out

Fig. 5 Influence of b and Tpc on the R-REF powerplant CO 2
emission

Fig. 6 WGSR exit temperature versus b and Tpc

Fig. 7 Depurated fuel gas composition to the combustor ver-
sus pressure ratio „steam cooled R-REF, TpcÄ1100 K…

Fig. 8 Fuel gas composition to the combustor versus pres-
sure ratio „steam cooled R-REF, TpcÄ1150 K…

Fig. 9 Effects of K steam on the R-REF cycle performance
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in Part I, the experience available on chemical reforming plants
can drive the design of the reformer also in the field of power
plants. In this way, the use of high-Cr containing materials~50/50
Cr-Ni alloy! appears to be a valuable mean against metal dusting
attack,@22#.

Detailed Evaluation of CO2 Absorption Section Heat
Demand

The carbon dioxide removal section is the same described and
modeled in Part I of the paper for the R-ATR power cycle,@16#.
The stream exiting from the top of the stripper, contains essen-
tially carbon dioxide and it needs compression up to at least 80
bars for transportation and final storage. In calculation of the pow-
erplant efficiency, the energetic expense for CO2 compression
~which can be estimated in about 355 kJ/kg CO2 from @19#! has
not been directly accounted as it can depend on several variables
~type of disposal, transportation system, . . . !.

Including this reference value, and considering that, in the op-
timised runs, 3.38 kg/s of CO2 are separated for the R-REF, the
efficiency drops from 43.72 to 42.47%. The mass flow rate to be
treated is 5.76 kg/s with reference to the fixed compressor inlet
flow rate of 100 kg/s and a CO2 reduction of about 94% can be
obtained.

The specific heat demand of the absorber unit—reported in Fig.
11 versus pressure ratio for different temperature levels of ab-
sorber inlet gas—ranges between 1750 and 2200 kJ per kg of CO2
removed, which is slightly lower than that found for R-ATR in the
first part of this work. The better removal efficiency found for the
R-REF is due to the more favorable composition of the fuel gas to
be treated, which has a higher concentration in CO2 at the WGSR
outlet ~see Table 2!, enhancing thus the gas to liquid CO2 transfer.

Looking at Fig. 11, for a gas temperature of 488 K, an increase
in pressure from 8 to 20 bars leads to a reduction in specific heat
demand of about 14%. While considering a constant pressure
level ~15 bar, for example! the percentage difference between the
R-REF curve, at 415 K, and the R-ATR curve, at 420 K—the two
temperature are almost the same—is about 14%~see the first part
of paper,@16#!.

With respect to the SCGT/CC case, the effects of increased
operating pressure and CO2 concentration are even higher for
R-REF than for the R-ATR studied in the first part; the reduction
in specific thermal request for CO2 removal is consequently en-
hanced.

From Fig. 11, it is also evident that when the temperature of the
absorber inlet gas increases, the specific thermal request increases
as well, due to the lower efficiency in the gas-liquid CO2 transfer.

As pointed out in Part I,@16#, the eventual entrainment of cor-
rosive amine traces~DEA and MDEA! in the fuel could bring to
damage of combustion chamber and turbine blades. The results
from ASPEN calculation applied to the R-REF, have shown that
the possible presence of residual amine in the cleaned fuel is again
marginal~pollutant level!, even if somewhat higher concentrations
than in the R-ATR case have been found. The estimated DEA and
MDEA mass fractions for R-REF are 5.88•1027 and 5.90•1025,
respectively. Here again, it can be supposed that these effects are
negligible, or, anyway, that they should be evaluated by extensive
test campaigns. Concerning the prevention of eventual amine
droplets carryover, the same considerations reported in Part I can
be applied.

Testing the R-REF Cycle on a Current-Production GT
Model

As done in the first part of the work on the R-ATR, the test on
a current production GT model~again, ALSTOM Cyclone! has
been performed to have a preliminary verification of the adapt-
ability of the R-REF power cycle to the current production tech-
nology: In this way, an approximate evaluation of the very short-
term applicability chances of the discussed powerplant can be
given.

The basic data used for the simulation and tuning of the
ALSTOM Cyclone gas turbine model with the manufacturer cata-
logue data have been applied to the R-REF cycle. As done for the
R-ATR, the compressor intercooler has eliminated from the pro-
posed configuration of Fig. 1, since the existing engine does not
include this possibility at design level. This leads to a consistent
loss in performance, but the aim of this section is just to give an
idea about potential of short-term application of a current produc-
tion machine to R-REF cycle. Both air and steam-cooled configu-
rations have been tested, even if the GT Cyclone model works
with standard air blade cooling. For the fixed compressor inlet
design mass flow rate, in cases of air blade cooling, a much higher
amount of coolant mass flow should be used. On the other hand,
the use of steam cooling allows a dramatic reduction in coolant
mass flow, but if the steam injection in combustion chamber is
maintained, a substantial increase in turbine mass flow rate is
obtained with respect to the design value~Table 4!. This brings to
a relatively high turbine off design operation, which reflects nega-
tively on GT efficiency, so that the values reported in Table 3 are
rather optimistic. The improvement in thermodynamic efficiency
~less than 2 points with steam cooling! is more limited than found
for R-ATR cycle and it is due, essentially, to the missing of inter-
cooled compression with respect to the optimized layout shown in
Fig. 1. Nevertheless, a large increase in specific work is possible,
due to the steam injection and to the lower compression work
~coolant is pressurized in liquid state!. Again, like in the R-ATR,
also the blade cooling system should undergo some off design
level if the coolant is changed, but this effect has not been evalu-
ated here. Differently from R-ATR, the R-REF reformed fuel
shows a higher heating value than primary fuel, which should
bring to a more limited off design level of combustion chamber.

Fig. 10 Effects of K steam and b on CO2 removal

Fig. 11 CO2 Amine absorption system heat demand
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However, in this case, the main problem that could arise with a
current production combustion chamber is the high hydrogen con-
centration in fuel~Table 2!.

The CO2 emission level of the ALSTOM CYCLONE GT in
R-REF cycle is less than halved with respect to the simple cycle
configuration, but it is more than twice that found in R-ATR
mode.

Comparison of the R-ATR and R-REF Performance
With Combined Cycles With Upstream CO2 Removal

This final synthesis paragraph is aimed to find an adequate col-
location to the R-REF and R-ATR power cycles proposed in this
work. They actually represent two possible ways of developing
powerplant with fuel decarbonization, ahead of the combustion
chamber.

The basic idea of these proposals moves from the works,@10–
13#, and can be considered a valuable alternative to these power
cycles, especially in the field of small size powerplants, due to the
absence of a bottoming cycle. For this reason, they can be re-
garded as possible improvements to simple GT power units, as
discussed in the previous paragraph, and they are ready to be
applied for demonstration. When compared with that of modern
combined power plants, the performance of R-ATR and R-REF is
not competitive, showing an efficiency 10 to 12 points lower.
Moreover, the technology of combined gas–steam power plants is
well established, so the O&M costs are presumably lower~R-ATR
and R-REF have, in fact, several ‘‘new’’ components in the field
of power conversion like reformer, WGSR, CO2 absorber, which
need verification in terms of costs and reliability!.

However, the comparison of the here-proposed solutions with
those proposed by other authors~all including reforming and com-
bined cycle! show a competitiveness in terms of performance~see
Table 4!.

In particular, solutions with combined cycles,@10–12#, allow
quite higher efficiency levels~1 to 3 points! and lower CO2 emis-
sions, but they are tuned on large-size combined powerplants
~300–400 MW electricity!. The semi-closed CRGT that uses a
chemically recuperated GT without bottoming steam cycle,@13#,
is the most similar solution to R-REF and R-ATR, and provides

efficiency and specific power levels that are 2 to 3 points lower.
Finally, the relatively low sensitivity of R-REF and R-ATR effi-
ciencies to the pressure ratio allows a noticeable degree of flex-
ibility, as well as a consistent improvement in specific power, if
modest penalties in efficiency are accepted.

Conclusions
Two GT based power cycles have been proposed, making use

of fuel decarbonisation for CO2 removal, upstream of the com-
bustion chamber: the first inquired option involves the use of auto
thermal reforming~R-ATR! and the second uses simple reforming
~R-REF!. Both cycles include a recuperative GT and heat recov-
ery from the GT exhausts to the fuel reforming–cleaning chain.
Both the proposed solutions make extensive use of compressor
spray intercooling and steam injection in combustion chamber.
Moreover, the possibility of adopting steam blade cooling has
been inquired.

The trend of performance and CO2 removal potential have been
inquired versus some typical parameters of chemically recuper-
ated GTs. In particular, the influence of GT pressure ratio has been
investigated, since the gas turbine is the core of the entire cycle
layout. For the studied configurations,b has a relevant influence
on the cycle performance, showing generally low values for effi-
ciency optimization. The best performance has been obtained with
the adoption of steam blade cooling, even if interesting values are
shown also by air cooling.

The R-REF solutions have shown lower efficiency level than
those found for the R-ATR~around 42–43%!, mainly due to the
loss of some methane during the CO2 capture. In this configura-
tion, an important role is also played by the post-combustion tem-
perature, that can be maintained at low values~for the best effi-
ciency! when operating with small pressure ratios, whereas higher
values should be used at highb in order to limit the CO2 emis-
sions~150–160 g/kWh!.

The CO2 removal section has shown that the particularly favor-
able fuel gas composition allows very low thermal requests, due
to the high CO2 concentration and pressure, in comparison to

Table 2 Fuel gas composition at the main exits of the R-REF
deCO2 chain devices

SPECIE

Composition@%# ~Mass/Volume!

REF exit
T51070 K

HRSG2
exit

T5488.6
K

WGSR exit
T5497.5 K

deCO2 exit
T5316.9

K

H2 10.4/57.7 10.4/57.7 12.5/69.6 41.0/88.8
H2O 30.6/19.0 30.6/19.0 11.5/7.17 5.09/1.23
CO 32.4/12.9 32.4/12.9 2.75/1.10 8.99/1.40
CO2 18.6/4.72 18.6/4.72 65.2/16.6 21.3/2.12
CH4 8.00/5.58 8.00/5.58 8.00/5.58 23.6/6.41
N2 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0
O2 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0

Table 3 Main operating results for using ALSTOM Cyclone GT in R-ATR cycle

CYCLE
ALSTOM
Cyclone

mc
@kg/s# b

Tmax
@K#

mcool
@kg/s#

msin j
@kg/s#

WGT
@kW#

Wsp
@kJ/kg#

hGT
@%#

Texh
@K#

mexh
@kg/s#

CO2
emiss.

@g/kWh#

Fuel
LHV

@kJ/kg#

Standard GT 38.66 16.23 1602 8.29 0 13124 339 35.9 827 39.4 695 50009
R-REF
~Steam
cooling!

38.66 16.23 1602 4.75 3.03 21598 559 37.6 897 47.2 321 63543

R-REF
~Air cooling!

38.66 16.23 1602 11.0 5.93 17845 462 36.6 898 45.2 427 63543

Table 4 Comparison of Performance and CO 2 emissions of
R-ATR and R-REF with data from other GT cycles with reform-
ing

Power Cycle
Efficiency

@%#
Wsp

@kJ/kg#

CO2
emission
@k/kWh#

Combined Cycle1
reforming @10,11#

46.1 505 43.4

Combined Cycle1
reforming and reheat
@10,11#

48.0 575 41.5

Combined Cycle1ATR
@12#

47.4 635 60.4

Semi-closed CRGT
with ASU @13#

42.4 510 ¯

R-ATR steam cooling 45.2 430 65.5
R-REF steam cooling 43.7 425 155
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retrofit devices operating on the CO2 concentrated exhausts re-
leased by semi-closed GT cycles. Moreover, the higher the oper-
ating pressure~i.e., GT pressure ratio!, the lower the CO2 removal
heat demand.

The test of the R-REF with a current production gas turbine
model has been performed, showing the possibility of a limited
increase in efficiency and a consistent one in specific work. The
reduction in specific CO2 emissions is more than 50% in compari-
son to the simple GT. A problem is linked with the consistently
higher turbine mass flow rates with respect to the design values,
due substantially to the steam injected in combustion chamber and
to that added for blade cooling. Another design problem of R-REF
is linked to the high H2 content in purified fuel.

Finally, comparing the results obtained by other Authors for GT
cycles with steam reforming and CO2 removal, the R-REF and
R-ATR have shown to be competitive also with combined cycles
and could represent valuable alternatives, especially in the field of
low electrical outputs.

Nomenclature

DT 5 temperature difference
Ksteam 5 steam-fuel mass ratio at the reformer inlet

Lp 5 pressure loss
m 5 mass flow
T 5 temperature
W 5 power

Subscripts

ATR 5 related to the ATR
CC 5 combustion chamber

CO2 5 related to CO2 removal
comp 5 compressor inlet

GT 5 related to gas turbine cycle
exh 5 related to gas turbine exhaust
inj 5 injected

max 5 maximum in cycle
pc 5 post combustion
p f 5 primary fuel

REF, c 5 reformer cold side
REF,h 5 reformer hot side

RIG 5 Recuperator
s5 5 steam added to the REF or ATR at point 5
sat 5 water-steam saturation

scool 5 coolant steam
sin j 5 injected steam
s tot 5 total steam
ws 5 spray water

Greeks

b 5 GT cycle pressure ratio
h 5 efficiency
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Humid Air NOx Reduction Effect
on Liquid Fuel Combustion
An experimental investigation was carried out at DOE NETL on the humid air combustion
process using liquid fuel to determine the effects of humidity on pollutant emissions and
flame stability. Tests were conducted at pressures of up to 100 psia (690 kPa), and a
typical inlet air temperature of 860°F (733 K). The emissions and RMS pressures were
documented for a relatively wide range of flame temperature from 2440–3090°F (1610–
1970 K) with and without added humidity. The results show more than 90% reduction of
NOx through 10% humidity addition to the compressed air compared with the dry case at
the same flame temperature. The substantial reduction of NOx is due to a shift in the
chemical mechanisms and cannot be explained by flame temperature reduction due to
added moisture since the comparison was made for the same flame temperature.
@DOI: 10.1115/1.1615255#

Introduction
The humid air turbine~HAT! cycle was invented in the 1930s

and awarded a U.S. patent in 1940,@1#. Over the years several
different versions of HAT cycles have emerged. Figure 1 shows a
typical intercooled HAT cycle as described by Bhargava et al. in
2000 @2#. Intercooled compressed discharge goes through an af-
tercooler to arrive at a saturator to get humidified. The humidified
air is then heated up in a recuperator. Afterwards the hot, water
vapor laden air arrives at the combustor and then the turbine.

The HAT cycle offers many advantages over simple cycles as
well as combined cycles@3#. It produces more power output at
higher efficiency compared to simple cycles due to less work
needed for intercooled compression and more work being done in
the turbine. Despite the added cost for saturator, etc., it reduces
the capital cost compared to combined cycles due to the elimina-
tion of the steam cycle. It provides flexible operations like quick
startup and shutdown as commonly seen in simple cycle turbines.
It also minimizes the NOx emission due to water vapor suppres-
sion of NOx in the combustion processes. With increasingly strin-
gent environmental requirements on pollutant emissions, produc-
tion of CO2 and other ‘‘greenhouse’’ gases and conservation of
energy in the past several decades, there is a significant increase
of interest in the HAT cycle.

A number of recent papers in the gas turbine literature have
presented studies on the influence of water addition on NOx and
CO emissions. Lupandin@4#, Dryer @5#, Miyauchi et al.@6#, and
Blevins and Roby@7# have all investigated the subject. However,
these studies only dealt with gaseous diffusion flames, premixed
gaseous flames, and emulsified fuel combustion. Touchton@8# re-
ported some results on liquid fuel combustion with steam/water
injection. However, only direct steam/water injection into the
combustor was investigated. Direct injection limits the amount of
steam/water that can be added due to flame instability, therefore
does not explore the full benefits of steam addition. Meyer and
Grienche@9# investigated the steam effect to a liquid-fired engine
with steam and air premixed prior to combustion. But their steam
loading is relatively low. The work reported in this paper extended

the investigations to liquid fuel HAT combustion with high steam
content in the air before it is introduced into the combustor. Intro-
duction of humidity to the air before combustor has been reported
for natural gas fuel in@2#, @9#, @10#, and@11#, significant reduction
of NOx was achieved. In this study, partially premixed spray com-
bustion in humid air was examined in a relatively realistic con-
figuration for gas turbine applications with No. 2 Diesel fuel.
Since liquid fuel combustion generally produces more NOx emis-
sion than lean premixed natural gas combustion, suppression of
NOx production in liquid fuel can have a profound effect in mini-
mizing the adverse impact on the environment.

Experimental Technique

Fuel Nozzle Design. The fuel nozzle used in the tests was a
dual fuel axial swirl nozzle with a cylindrical centerbody as
shown in Fig. 2. Air was introduced in an annular gap between the
centerbody and an outer cylinder. Inside the annulus, 16 vanes
were installed at an angle to the airflow direction to induce swirl-
ing motion in the air stream. Downstream of the vanes, there were
16 radial gaseous fuel spokes to provide distributed fuel injection.
Further downstream, 16 pressure swirl liquid fuel injectors were
installed. The premixed or partially premixed fuel/air mixture

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The Neth-
erlands, June 3–6, 2002; Paper No. 2002-GT-30163. Manuscript received by IGTI,
December 2001, final revision, March 2002. Associate Editor: E. Benvenuti. Fig. 1 A typical diagram of the HAT cycle
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traveled further downstream in the annulus until it reached the
nozzle exit plane where the combustor begins. Also in the nozzle
there was a diffusion flame pilot integrated in the centerbody to
mitigate flame instability.

It is worth mentioning the multipoint pressure swirl liquid fuel
injector incorporated here was made by an external supplier
through its macrolaminate technology. Figure 3 shows a sketch
illustrating the macrolaminate fuel injector. Macrolamination uses
thin etchable metal sheets which are layered and bonded together
to create intricate passages. It reduces the part count and the cost
to make complicated parts. Liquid fuel nozzles made through
macrolamination technology have demonstrated good emission
performance in rig tests,@12#.

The position of the injector relative to the nozzle exit plane is
generally determined by balancing two factors: autoignition and
mixing. Too far away from the nozzle exit plane may cause au-
toignition of liquid fuel in the nozzle annulus yet promote premix-
ing and therefore decrease NOx formation. Too close to the nozzle
exit plane reduces premixing therefore increases NOx emission
but reduces the chance for autoignition. Since the main goal of
this study is to investigate the humidity effect on the NOx reduc-
tion rather than to optimize the nozzle to reduce dry NOx emis-
sion, the balance mentioned above was shifted towards reducing
the chance for autoignition to ensure the success of the experi-
ments. As a result, the liquid injector was positioned close to the
nozzle exit plane rather than far away from it. For best flame
stability, sprays were directed at 60 deg away from the main
nozzle centerline to ensure enough fuel was distributed towards
outside diameter recirculation zone in the combustor. 0-deg nozzle
was also tried and resulted in unstable combustion.

Combustion Test Rig Setup. All the experiments were car-
ried out in the low emissions combustor test and research
~LECTR! facility at U.S. Department of Energy’s National Energy
Technology Laboratory in Morgantown, WV. The facility has the
capability to provide as much as 3 pps~1.4 kg/s! of air at 450 psia

Fig. 2 Diagram of axial swirler dual fuel nozzle

Fig. 3 Macrolaminate multipoint liquid fuel injector

Fig. 4 Experimental setup
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~3.1 MPa! and 950°F~783 K! and 0.6 pps~0.27 kg/s! of steam. It
can independently control air, gas, liquid and steam flows and
inlet temperature and pressure, as well as automatic ramping of
these variables. The variable rate automatic ramping capability is
particularly useful for the refractory liner used in the setup to
minimize cracking. Figure 4 shows a diagram of the experimental
setup.

Nonvitiated preheated air and steam generated by a boiler
flowed through primary air/steam ports into the plenum. After
going through a perforated plate acting as a flow straightener up-
stream to fuel nozzle, they provided uniform flow feed to the
nozzle. Combustion occurred downstream to the nozzle in a
6-inch ~0.15 m! diameter cylindrical refractory lined combustor
which best simulates an ideal adiabatic combustion chamber. Due
to the favorable refractory liner’s physical properties, the need for
liner cooling was eliminated. After burning, the combustion prod-
ucts continued to move upward and reached the water-cooled ex-
haust sampling probe which was located about 12 inches~0.3 m!
above the nozzle exit plane. The probe sampled the exhaust in an
area-averaged fashion to ensure the extracted gas samples were
representative across the combustor exit plane. After passing the
sampling probe, the exhaust moved further upward and reached a
plenum and then turned 90 deg entering a water quench zone
where temperature was reduced before the flow reached a pressure
control valve and a stack.

Exhaust samples were transported through heated tubings and
were dried before being analyzed. Species analyzed were NOx ,
CO, CO2 , O2 and unburned hydrocarbons~UHC!. All emissions
reported here are on a dry basis and have been corrected to 15%
O2 . UHC was not reported here because it was only a few ppms
for all the cases except when the CO was high. Excellent fuel/air
ratio agreement~generally within 2%! was achieved between the
emissions based fuel/air ratio and the metered fuel/air ratio.

The extent of flame temperatures examined was determined by
CO emission at the lean end and NOx emission at the rich end for
the dry case. For the dry case fuel ramp stopped when CO level
approached 100 ppm or when NOx approached 430 ppm. The
flame temperature range determined by the dry case was also used
for the humidified case when steam was added.

For the entire test series presented here, the dynamic pressure
was consistently very small. No RMS pressure above 0.3 psia~2.1

kPa! was observed. This may be partly due to the unchoked
acoustic boundary conditions or less than perfect mixing in the
nozzle, or both.

Results and Discussion
Figure 5 reveals the NOx and CO emissions of Diesel fuel com-

bustion as a function of equivalence ratio without steam addition
for both the inlet pressure of 50 and 100 psia~0.34 and 0.69 MPa!.
The equivalence ratio is the actual fuel/air ratio divided by the
stoichiometric fuel/air ratio. The inlet air temperature was 860°F
~733 K! and there was 4% centerbody natural gas fuel based on
total heat of combustion of all the fuels. Both CO curves exhibit
U-shaped trend similar to that observed in premixed natural gas
combustion,@10#. The level of CO at 100 psia~0.69 MPa! is lower
than that at 50 psia~0.34 MPa!. The lean stability limits moved to
lower equivalence ratios as pressure increased. A similar pressure
effect was also found in premixed natural gas combustion,@11#.
The NOx curves show a near linear dependence on the equiva-
lence ratio for the range tested. This linear relationship can also be
observed in most of the data presented in Ref.@12#. The 100-psia
~0.69 MPa! curve displays a steeper slope and substantially higher
NOx value than the 50-psia~0.34 MPa! curve. The absolute value
of NOx is relatively high compared to well premixed liquid fuel
flame rig data,@12#, suggesting the vaporization and mixing of the
spray is less than perfect, possibly due to short mixing time in the
nozzle. However, the nozzle in Ref.@12# is a novel macrolamina-
tion nozzle which has yet to be implemented in commercial gas
turbines. In the absence of water or steam, the majority of com-
mercial liquid fuel turbine engines produce hundreds of ppm NOx
which is at a level similar to the NOx produced in the baseline
experiments here. One exception is pre-vaporized and premixed
liquid fuel gas turbines. These systems face many operational
challenges including thermal damage to the vaporizing elements
and sensitivity to variation in fuel type. The NOx level here is also
significantly higher than those in the lean premixed gas turbine
engines~typically 25 ppm!. But those systems are natural gas fired
and therefore cannot be compared with the system investigated
here. Therefore the nozzle is suitable for the purpose of this in-
vestigation which is to study the NOx suppression effect of humid
air in liquid fuel combustors similar to real engines.

Fig. 5 Comparison of measured NO x and CO of Diesel fuel combustion between 50 psia and 100
psia „0.34 and 0.69 MPa … dry cases. TairÄ860°F „733 K…, 4% centerbody gas fuel.
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The existence of the centerbody gas pilot of 4% fuel in the test
contributed a small amount of NOx to the results. Data without
pilot were not acquired during this test series. However, the small
effect of pilot on NOx can be estimated. Assuming the pilot con-
tributes NOx in a similar way as in a premixed natural gas flame,
the pilot here would contribute about 6 ppm NOx , @2#. Hence, if
we had run cases without the pilot fuel, the NOx level would be
about 6 ppm lower.

The above 100-psia~0.69 MPa! case was then plotted with a
humidified case in Fig. 6 to demonstrate the steam effect on emis-
sions. For the humidified case, steam was 10% of the air mass
flow rate, the inlet pressure was 100 psia~0.69 MPa!, the inlet air
temperature was 810°F~705 K! which was 50°F~28 K! lower
than the dry case and there was no centerbody pilot. As discussed
above, the pilot should only account for about 6 ppm NOx differ-
ence, therefore the difference in NOx between the two cases was
mainly caused by steam addition. For the amount of steam added,
typically a higher percentage of steam will bring a higher power
output and efficiency to the HAT cycle. Day and Rao@3# simu-
lated as high as 25% steam addition to a natural gas fired cycle
and 45% to a syngas fired cycle and found major improvement in
power output and efficiency. However, high steam addition can
increase the difficulty for moisture recovery if it is needed, as well
as compressor operations. Fischer et al.@13# has found that higher
than 10% of steam addition may cause compressor surge. They
also found that 10% steam addition would increase the HAT cycle
power by about 30% and efficiency by about 15%, which are
significant. From a NOx reduction standpoint the most significant
benefits are found at steam loadings on the order of 5–10% in
natural gas,@2#. Above 10% steam loadings, the NOx levels are
only slightly further reduced but CO emissions begin to increase.
Therefore the 10% steam content chosen in the tests here is an
appropriate level for a practical HAT cycle. As it is shown in Fig.
6, the addition of steam brought a drastic reduction in the forma-
tion of NOx similar to what was found in premixed natural gas
combustion,@2#. For the same equivalence ratio NOx was reduced
more than 95% by 10% addition of the steam. For example, at an
equivalence ratio of 0.47, the NOx decreases from 323 ppm in the
dry case to 15.7 ppm in the humidified case, a 95% reduction.
With 10% humidity addition, the NOx was reduced to 15–35 ppm
depending on the flame temperature. These NOx levels are com-

parable to those of the lean premixed natural gas fired gas tur-
bines. Also this shows the NOx reduction effect of humidity is
insensitive to the high dry NOx level, which indicates the wide
applicability of this technique to different types of nozzles with
different levels of dry NOx . More importantly, this implies that
with HAT it is not necessary to have a perfect mixer to achieve
NOx level below 25 ppm, which potentially eliminates the very
destructive acoustic problem commonly associated with lean pre-
mixed systems. It is worth further researching on this subject. The
CO curve for the steam case also exhibited U-shaped trend similar
to that of the dry case. However, the lean stability limit moved to
higher equivalence ratio as steam was added. This is due to the
fact that steam addition increased the specific heat of the mixture
therefore reduced the flame temperature for the same equivalence
ratio. It is also due to the effect of the pilot in the dry case. The
flame temperature reduction with steam addition reduced the Zel-
dovich or thermal NOx formation mechanism, which partially ex-
plains the NOx reduction effect. However, it cannot explain the
entire NOx reduction observed.

To illustrate this point, the data in Fig. 6 were plotted against
adiabatic flame temperatures. The adiabatic flame temperatures
were calculated through NASA CEA equilibrium code. The results
are shown in Fig. 7. It is shown that even at the same adiabatic
flame temperature, the 10% steam reduced NOx by 90% for all the
flame temperatures tested. For example, at a flame temperature of
2600°F ~1700 K!, the NOx decreases from 223 ppm in the dry
case to 19.4 ppm in the humidified case, a 91% reduction. This
suggests if, through optimization of the nozzle, a 200 ppm dry
NOx is achieved, it is likely to achieve NOx below 20 ppm in a
HAT cycle at the same flame temperature. This NOx reduction
effect differs completely from the results reported by Touchton@8#
in the direct steam/water injection systems where NOx suppres-
sion is exclusively through thermal mechanism or lowering peak
flame temperature. This strongly suggested that besides the NOx
reduction effect due to lowering the flame temperature through
steam addition, the moisture also reduced the NOx by other
mechanisms.

Bhargava et al.@2# investigated the humid air effect on NOx
reduction in premixed natural gas combustion system and offered
following explanation.

NOx formation reactions can be categorized into three different

Fig. 6 Comparison of measured NO x and CO of Diesel fuel combustion at different equivalence ratios
between dry and 10% steam cases at 100 psia „0.69 MPa…
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groups. They are Zeldovich@14# thermal NOx mechanism, N2O
mechanism and ‘‘Fenimore,’’@15#, or prompt NO mechanism.

Zeldovich mechanism is described by following reactions:

O1N2→NO1N (1)

N1O2→NO1O. (2)

The overall rates of NO production are controlled mainly by the
first reaction since the second reaction is quicker than the first one.
Due to the fact that there is abundance of N2 available in the
combustion system, the rate of the first reaction and hence the rate
of NO production is strongly controlled by O concentration. A
reduction of O concentration can reduce the rate of the first reac-
tion therefore reducing NOx production.

N2O mechanism consists of reactions involving N2O which
form NO. NOx formed via this mechanism can be suppressed by
the reaction N2O1M→N21O1M. A reduction of O concentra-
tion can promote the previous reaction therefore reduce NOx
production.

The key of ‘‘Fenimore’’ NO mechanism can be described by
following reactions:

CH1N2→HCN1N (3)

CH21N2→HCN1NH (4)

HCN1O→CH1NO. (5)

A reduction of CH and/or CH2 will reduce the reaction rate in
the first and/or second reactions and eventually reduce NO. A
reduction of O will reduce the reaction rate in the third reaction
and therefore reduce NO.

For the same flame temperature, the humidified case had higher
equivalence ratio than the dry case, therefore it had lower O2
which in turn reduced the concentration of O atoms. Humidity
also promotes the O1H2O reaction therefore reduces O concen-
tration. The reduction of O atoms lowered the NOx formation by
all the three mechanisms. In addition, humidity increases OH radi-

cal concentration which promotes the oxidation of hydrocarbon
radicals therefore reduced ‘‘Fenimore’’ NO. These are the reasons
why the steam addition reduced NOx dramatically for the same
flame temperature relative to a dry case.

Conclusions
Experimental data were obtained for liquid fuel combustion in

dry and humid air at different pressure over a wide range of
equivalence. The effect of humidity, pressure, and equivalence
ratio on NOx and CO emissions were evaluated based on the data.
Introduction of 10% steam in air suppressed NOx production by
more than 90% for the same flame temperature. The dramatic
suppression of NOx is attributed to the decrease of O atoms and
increase of OH radicals in the humid air combustion.
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Calculation of Surface Roughness
Effects on Air-Riding Seals
The effects of surface roughness on air-riding seals are investigated here using the Ray-
leigh pad as an example. Both incompressible and compressible flows are considered
using both CFD analysis and analytical/numerical solutions of the Reynolds equation for
various two-dimensional or three-dimensional roughness patterns on the stationary wall.
A ‘‘unit-based’’ approach for incompressible flows has also been employed and is shown
to be computationally much less expensive than the full-geometry solution. Results are
presented showing the effect of surface roughness on the net lift force. The effects of
varying the Reynolds number are demonstrated, as well as comparative results for static
stiffness.@DOI: 10.1115/1.1619426#

1 Introduction
The effect of surface roughness on the flow in a Rayleigh step

of infinite width is considered in this report. Motivation for this
work arises from interest in air-riding seals from within the
aeroengine industry. Air leakage through seals is an unavoidable
aspect of aeroengine air system design and as discussed, for ex-
ample, by Munson@1# and Hwang et al.@2#, development of im-
proved sealing techniques would give large benefits. Air-riding
seals have been recognized as potential replacements for labyrinth
seals, offering much better sealing performance, but their applica-
tion is currently limited by problems of operation at engine con-
ditions. To aid further development of air-riding seals there is a
need for improved understanding and predictive techniques. This
study is intended to advance basic understanding of the effects of
surface roughness in air riding seals and the development of ap-
propriate computational fluid dynamics~CFD! methods for such
applications.

While the reader is referred to the papers by Hwang et al. and
Munson for a fuller discussion of design issues for aeroengine
seals, a little background will be given here. Both Hwang et al.
and Munson design film-riding face seals for restricting leakage of
compressor delivery air to the internal flow system, for which
potential sfc savings of about 1% have been estimated for large
commercial aeroengines. To achieve targets for leakage reduction
in Munson’s hydrodynamic seal design, operating clearances of
less than 12mm ~0.0005 in.! are required. In engine operation,
geometric distortions due to centrifugal, thermal, and pressure
loads make such clearances difficult to maintain. Deviations in
clearance are bound to occur and, as the clearance reduces, sur-
face finish will have an influence on film lift and stiffness. Al-
though such effects do not appear to have been discussed in the
open literature on aeroengine seals, some understanding of the
effects of different surface finishes would clearly be useful. The
nature and height of any surface roughness will depend on manu-
facturing processes and design specifications. It is not clear from
the published reports what the surface finish is for the seals tested,
or how this might affect seal behavior. For example, while a
roughness height of 0.5mm might have negligible effect at a
design condition, it could lead to reduced film lift as the clearance
is reduced and greater likelihood of contact between rotating and
stationary components.

An idealized, infinitely wide Rayleigh pad with surface rough-
ness is illustrated in Fig. 1. Here, periodicity is assumed over the
total step lengthL5 l 11 l 2 . The lower, smooth surface has con-
stant velocityU. The upper, stepped surface may be rough, and
the mean clearances either side of the step are, respectively,h1
and h2 . Classic lubrication theory may be applied to this case.
This is based on the Reynolds equation, which is derived by as-
suming a small clearance to length ratio«(5h2 /L) and that in-
ertial effects can be neglected. In addition, the Knudsen number
~which represents the ratio of the mean free path for the fluid to
the mean minimum gaph2) is assumed sufficiently small for the
Navier-Stokes equations and no-slip boundary conditions to apply.
Defining a Reynolds number Re based upon the minimum mean
clearanceh2 , i.e.,

Re5
rUh2

m
,

this theory is expected to apply to smooth pads provided« Re is
small ~see, for example, Acheson@3#!. In this case, local depar-
tures from the Reynolds equation solution near the step will have
limited effect on the overall flow behavior.

The Reynolds equation can be used even for relatively large
Reynolds numbers, provided the bearing aspect ratio« is very
small according to the above condition. However, with rough sur-
faces, the global aspect ratio« must be replaced by the maximum
local gradientj54a/l of the roughness peaks, wherea andl are
the characteristic roughness amplitude and wavelength, respec-
tively. This results in a more restrictive validity condition:

max~j,«!Re!1, j54a/l. (1)

Typical air-riding seals for aeroengine applications have clear-
ances of order 1 to 100mm. ~It is interesting to note that these are
large compared to those of order 0.1mm achieved for the load
carrying air film between a computer disk and the magnetic head.!
Reynolds numbers of order 10 to 1000 are representative of
aeroengine applications, so inclusion of inertial effects was con-
sidered essential for the present study. Representative Knudsen
numbers are of order 1025 to 1022. According to Anderson@4#,
the no-slip condition holds for Knudsen numbers,;0.03, and so
no account is taken of any departure from the low Knudsen num-
ber limit in this study.

As shown, for example, in the review by Dyson@5#, earlier
work on extending lubrication theory to rough surfaces has led to
modifications of the Reynolds equation, with extra terms intro-
duced to model the average effects of roughness. In a more recent
example, Lunde and Tonder@6# obtained appropriate factors to be
included in a modified Reynolds equation average flow model
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from a detailed flow model. The detailed model involved the nu-
merical solution of the Reynolds equation over a small area of a
bearing for which one surface is rough. In principal this approach
might be adapted to include Reynolds number effects using nu-
merical solutions of the Navier-Stokes equations. As the authors
are not aware of any published work considering Reynolds num-
ber effects with rough surfaces, this study focuses on this aspect
of the problem. Numerical solutions of the Navier-Stokes equa-
tions are presented for Rayleigh pad flow with two-dimensional
and three-dimensional ‘‘structured roughness’’ on the stepped
surface.

For completeness, a summary of lubrication theory for Ray-
leigh pads is given in the next section. The numerical methods
used and validation of the model for smooth pads and two-
dimensional roughness geometries are described in Section 3. Re-
sults of three-dimensional roughness studies are presented in Sec-
tions 4, with the main conclusions given in Section 5.

2 Theoretical Results for Smooth Rayleigh-Pads

2.1 Ideal Gas Flow. For steady compressible gas flow it is
appropriate to introduce nondimensional variables as follows:

X5
x

L
, H5

h

h2
, P5

p

p0
,

wherep0 is a reference pressure. For low Reynolds number thin
film flow with uniform viscosity, the pressure distribution is given
by the Reynolds equation for ideal gas flow. Assuming a steady
isothermal flow in an infinitely wide pad, this is given, for ex-
ample, by Szeri@7#:

]

]X S PH3
]P

]X D5L
]~PH!

]X
, (2)

where the compressibility number is defined by

L5
6mUL

h2
2p0

.

This equation may be derived from the Navier-Stokes equations
with the neglect of inertial terms and derivatives in the streamwise
~x! direction, and analytical integration in the direction normal to
the moving wall~y!. With the appropriate choice of the reference
pressurep0 , the periodic boundary condition considered here
gives

P~0!5P~1!51.

This is easily modified to include pressure-driven flow, if re-
quired. Asymptotic solutions are available for incompressible flow
corresponding toL→0 in the above equations. These are given in
the subsection below. An important distinction between the com-
pressible and incompressible problems is that the former is non-
linear. Solutions for the highly compressible limitL→` are avail-
able and are given, for example, by Szeri@7#. However, numerical
solutions are required in the general case. In the present study,
quantitative comparison was made with numerical results pre-
sented by Faria and Andres@8#.

2.2 Incompressible Flow. For incompressible flows, the
pressureP ~which appears due to the equation of state! before the

H on both sides of Eq.~2! disappears. In this case, it can be shown
that the volume flow rateQ per unit width is given by~see, for
example, Acheson@3#!:

Q5
Uh

2
2

h3

12m

dp

dx
.

Since, from conservation of mass,Q is independent ofx, so too is
dp/dx if the clearanceh(x) is constant. Thus for a smooth, infi-
nitely wide pad, the pressure decreases linearly withx in the re-
gion with smaller clearance and increases linearly in the region
with larger clearance. The theory fails at the step whereh(x) is
discontinuous but, provided«!1, this can be assumed to be a
local effect only.

The requirement for the pressure and mass flow to be continu-
ous at the step enables the following value of the resultant pres-
sure increaseDp to be deduced~see, for example, Massey@9#!:

Dp

6mU
5

h12h2

~h1
3/ l 1!1~h2

3/ l 2!
, (3)

using the notation of Fig. 1. Note that for incompressible flow,p0
is no longer the most useful choice of characteristic pressure.
Instead, the groupmU/L is more appropriate. It can also be shown
that the optimum load-carrying capacity occurs for the special
caser 5h1 /h2511A3/2'1.866 andl 1 / l 25(513A3)/4'2.549.

For convenience, this report shall focus attention only on the
casel 15 l 25L/2 and for a step-ratior 5h1 /h252. In this case,
the pressure increaseDp can be written as follows:

Dp

6mU
5

f ~r !

2

L

h2
2

, (4)

where

f ~r !5
r 21

r 311
. (5)

For r 52, f (r )51/9. It also follows from Eq.~4! that the pressure
gradient is given by

Udp

dxU5 6mU f ~r !

h2
2

. (6)

The load carrying force per unit width, denotedF* for this
solution, may be shown to be

F* 5E
0

L

~p2p0!dx5
3mU f ~r !L2

2h2
2

. (7)

In this study, numerical results are expressed in terms of the non-
dimensional load-carrying capacityF5F/F* , whereF is the ac-
tual lift force andF* is the lift for the smooth case as determined
using Eq.~7!. Obviously the Reynolds equation solution for in-
compressible flow givesF51 for smooth cases. In addition, pres-
sure distributions are plotted in terms of the nondimensional pres-
surek defined by

k5
p2pmin

~Dp!*
,

Fig. 1 Schematic of a periodic Rayleigh-pad with two-dimensional harmonic surface
roughness „not to scale …
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where pmin is the minimum pressure and (Dp)* is determined
using Eq.~3!.

The static stiffnessK can be calculated from the rate of change
of load carrying force with clearance. The stiffnessK* for a
smooth pad is found by differentiating Eq.~7! yielding

K* 52
3mU f ~r !L2

h2
3

1
3mUL2

2h2
2

d f

dr

dr

dh2
. (8)

Note that the second term in the above expression is much smaller
than the first for the conditions of interest in this study.

3 Results for Two-Dimensional Geometries

3.1 Numerical Procedure. In this section, sinusoidal
roughness patterns are considered with various values of the
roughness amplitude to mean minimum clearance ratiot5a/h2 .
The geometrical and operating parameters are summarized in
Table 1 below. The step ratior was taken as 2 for all of the results
shown here. It should be noted that none of the rough cases con-
sidered here have peaks which actually touch the smooth moving
surface. The Reynolds and compressibility numbers were varied
by changing the speed of the moving surface and/or the pressure
level.

Results using FLUENT~version 5.4.8, Ref.@10#! are shown,
with a comparison to a numerical solution of the Reynolds equa-
tion. All grids were generated using GAMBIT~version 1.3.0, Ref.
@10#!. The FLUENT results have been obtained using a second-
order accurate scheme with the pressure-correction SIMPLE algo-
rithm ~see, for example, Tannehill et al.@11#!. Standard fluid prop-
erties for air were used for all two-dimensional FLUENT
solutions obtained here. Typically, the velocityU of the smooth
wall was taken as 100 m/s, and a laminar flow was assumed
throughout. All of the results presented here are believed to have
converged to a steady state~for all solutions, the momentum equa-
tion residuals are reduced by at least a factor of 103 from their
starting values!. Although not shown, it has been confirmed that
the net axial forces on the bearing sum up to acceptably small
values. Grid independency studies were carried out and have
shown that the solution does not change significantly for different
meshes, provided a fine enough grid is used.

Solutions were obtained assuming either ideal gas or incom-
pressible flow. It was found that providedL is small and that the
overall variation in pressure was less than 5%, then these solu-
tions were essentially the same. For convenience, some compress-
ible flow solutions satisfying this low pressure variation condition
are referred to as incompressible below.

The Reynolds equation~2.3! was solved here using a second-
order accurate implicit finite-difference procedure based upon
quasi-Newton iterations for arbitrary surface geometriesH
5H(X) and bearing numbersL ~see, for example, Burden and
Faires@12#!. Other researchers have used a finite element method
for smooth geometries~see Faria and Andres@8# for further de-
tails!. All results shown here were obtained using 5000 mesh
points in order to ensure grid independency~although not shown
in this report, it was verified that solutions obtained using different

mesh sizes yield very similar results!. In order to avoid difficulties
encountered by the discontinuity at the Rayleigh-step, the upper
surfaceH(X) was taken as

H~X!5
A1tanhb2s~X2Xstep!c

A21
1

h~X!

L
,

whereh(X) is the perturbation due to the surface roughness and

A5
r 11

r 21
, Xstep50.5.

Here,s is a smoothing parameter~taken here as 1000!. This has
the effect of slightly rounding the step, and has been shown to
have negligible impact upon the global solution. It was confirmed
that the numerical results obtained here for smooth cases were
found to agree with those obtained by Faria and Andres@8#.

3.2 Validation for Smooth Rayleigh-Pads. For smooth
cases, a regular structured grid consisting of 33104 mesh points
was employed~50 mesh points are located across the minimum
gap!. The surface geometryhmean(x) for smooth cases was taken
as

hmean~x!5H rh2 , 0<x<xstep

h2 , xstep,x<L
,

wherexstep is the location of the step,r the step ratio, andh2 the
minimum mean clearance gap.

Table 2 compares the CFD results for various velocities for the
sliding wall. As might be expected, the solutions are very close to
the analytical incompressible solutionF51. It is evident that the
numerical FLUENT result is in very good agreement with the
expected theoretical result. As shown in Fig. 2, there is a recircu-
lation region just upstream of the step. This weak reversed flow
extends throughout the larger clearance section of the pad. De-
tailed comparison of the velocity profiles with lubrication theory
solutions shows good agreement, including prediction of the re-
circulation.

3.3 Results for Harmonic Surface Roughness Patterns
This section presents some results for two-dimensional Rayleigh-
pads with sinusoidal surface roughness. Unless otherwise stated,

Table 1 Summary of geometrical and operating parameters

Parameter 2D 3D

Length,L 0.01 m 0.0004 m
Minimum height,h2 531025 m 2.531025 m
Aspect ratio,«5h2 /L 0.005 0.0625
Roughness wavelength,l 1024 m 231025 m
j/t54 h2 /l 2 5
Fluid density,r 1.225 kg/m3 1 kg/m3

Fluid viscosity,m 1.78931025 kg/ms 231025 kg/ms
Number of roughness waves 100 20

Table 2 Load-carrying parameter F for incompressible flow
with various Reynolds numbers for the smooth case

Velocity U
~m/s!

Reynolds
Number Re « Re F

1 3.4 0.017 0.9889
10 34 0.17 0.9851

100 340 1.7 1.0183

Fig. 2 Streamlines in the vicinity of the step
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all results shown here for rough cases were obtained using an
unstructured mesh with approximately 23105 nodes. Attention is
confined here to the case in which the roughness perturbation
h(x) is on the stepped~i.e., stator! surface, and for which a steady
flow can be assumed. In this case, the harmonic roughness pattern
h(x) is chosen as

h~x!5h~x!2hmean~x!5a sinS 2px

l D ,

wherea andl are, respectively, the characteristic amplitude and
wavelength of the corrugations.

Surface roughness can have particularly dramatic effects on the
streamline patterns, and can result in extensive recirculation re-
gions, particularly for large values oft ~see Fig. 3!. It is evident
from the results in Fig. 4 that fort50.8, the CFD results differ
significantly from the solution of the Reynolds equation. For the
caset50.2 shown in Fig. 4,j50.4 and hencej Re5136, which is
clearly in violation of the condition for validity of the Reynolds
equation solution given by Eq.~1!. Compressibility effects be-
come significant for values ofL greater than unity, and result in
nonlinear distributions for the pressure. The comparison between
the CFD and Reynolds pressure distributions for moderate values
of L are shown in Fig. 5 for both a smooth and mild roughness
case. Here, it may be noted that the Reynolds equation results are
in fair agreement with the CFD solutions.

Fig. 3 Streamlines for two-dimensional flow near the step for
tÄ0.8 and ReÄ340

Fig. 4 Nondimensional pressures k for ReÄ340 and roughness parameters
tÄ0.2 and 0.8 „incompressible case …

Fig. 5 Solutions for a moderate compressible smooth and rough Rayleigh-
pad „smooth case: LÄ4.68 and ReÄ29.7, rough case: tÄ0.2, LÄ5.06, ReÄ27.5…
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Results for the nondimensional load-carrying capacityF are
shown in Fig. 6 for two-dimensional incompressible flow with
Re5340 andj52. The departure of the CFD results from the
Reynolds equation solutions ast increases is clear. The effect of
Reynolds number, again for incompressible flow, is shown in Fig.
7. The Reynolds equation solutions are, of course, independent of
Reynolds number. It is interesting to see that only for Re.100 do
the CFD solutions show significant Reynolds number dependency.

4 Results for Three-Dimensional Geometries
This section presents some results for infinite width pads with

three-dimensional rough or bumpy surfaces of the form

h~x,z!5h~x,z!2hmean~x!5a cosS 2px

l D cosS 2pz

l D ,

wherea andl are, respectively, the amplitude and wavelength of
the corrugations or ‘‘bumps.’’ All FLUENT solutions shown here
were obtained for an incompressible flow with a Reynolds number

of 125. The speedU of the moving surface~rotor! was taken as
100 m/s, and the other operating parameters are summarized in
Table 1. As for the two-dimensional case considered in the previ-
ous section, a second-order accurate scheme with the pressure-
correction SIMPLE algorithm was employed, and laminar flow
conditions were assumed.

4.1 Full Three-Dimensional Rayleigh-Pad Simulation. To
limit the size of the CFD mesh, the total lengthL of the Rayleigh-
pad was chosen to give a relatively short pad with aspect ratio
«50.0625 and a step ratior 52. Since the surface bumps repeat
themselves on every wave cycle, it suffices to consider half a
wave cycle with symmetric conditions on either side~see Fig. 8!.
A tetrahedral unstructured grid consisting of approximately 2.3
3105 nodes was employed.

The numerical results for the static pressure are shown in Fig. 9
~note that gauge pressures are shown with respect to the reference
pressurep05105 Pa). Clearly, the pressure reaches its maximum
value as the flow passes from the higher to the lower sections.

Fig. 6 Load-carrying capacities for various two-dimensional roughness pa-
rameters t „jÕtÄ2, incompressible case …

Fig. 7 Nondimensional load-carrying capacity for various Reynolds numbers
„incompressible case …
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Figure 10 shows a comparison of the pressure distribution for both
two-dimensional and three-dimensional cases. The steep rise in
pressure at the step (x/L50.5) for the two-dimensional case is
associated with the greater change in flow area at the step for this
case. Care must be taken in comparing the mean axial pressure
gradients of the different cases due to the influence of the step on
the flow. However, in the smaller clearance region, agreement
between the full three-dimensional pad results and the ‘‘three-
dimensional linear unit method,’’ which is described in the next
section, is considered good. In the high clearance section the full
three-dimensional pad results show a more variable mean pressure
gradient, indicating influence due to the step.

4.2 Linear Unit-Based Method. Although solutions for
short three-dimensional Rayleigh-pads have been successfully ob-
tained here, the memory allocation and computational effort re-
quired is relatively large, and the solution on such grids can take
comparatively long times to converge~see Table 3!. An alternative
approach~henceforth referred to here as the linear unit-based
method! for incompressible flows is to make use of the linearity of

Fig. 8 Closeup of mesh for full three-dimensional Rayleigh-
pad simulation

Fig. 9 Surface gauge pressure contours for a Rayleigh-step with three-
dimensional harmonic surface corrugations for the case tÄ0.8, ReÄ125

Fig. 10 Comparison of moving surface pressure distributions for both two-
dimensional and three-dimensional roughness for tÄ0.8 and ReÄ125
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the solution given by Eq.~6!. The idea is to obtain CFD solutions
for one roughness cycle~in this case one three-dimensional har-
monic wave! using periodic conditions in order to simulate fully
developed flow in a long channel~see Fig. 11!. In order to infer
the solution for a full Rayleigh-pad including the step, different

solutions are obtained for the two different clearance heights, and
also for various different pressure gradients. The results are then
compared to each other, and the solution corresponding to the full
Rayleigh-pad is obtained using the conditions for continuity of
mass flow and pressure.

The comparison between the unit-based approach and a full
Rayleigh-pad simulation is also shown in Fig. 10 from which it
had been noted that fair agreement for the pressure gradient is
obtained. Better agreement can be expected for longer Rayleigh-
pads where disturbances from fully developed flow in the region
of the step have less overall effect. It should be noted that the
unit-based approach determines the overall pressure gradientx,
neglecting effects at the step, and is applicable for incompressible
cases only. Unless stated, all other three-dimensional results pre-
sented here were obtained using this technique.

Figure 12 shows a typical velocity vector plot for the flow
through a three-dimensional wave-unit. Notice the relative slow
speed of the flow in or around the ‘‘bumps.’’ Figure 13 shows the
effect of varying the roughness parametert on the load-carrying
capacityF. In order to make a proper comparison, the geometrical
and operating properties of these two-dimensional cases are the
same as those for the three-dimensional case shown in Table 1. As
expected,F increases for more severe roughness cases. The ef-
fects of the three-dimensional bumps are similar to the two-
dimensional corrugations, apart from severe roughness~i.e.,
t'0.8! for which three-dimensional bumps result in less lift force
as compared to the two-dimensional case.

4.3 Static Stiffness Calculation. It follows from Eq. ~6!
that for Rayleigh pads withl 15 l 2 , the minimum clearanceh2* for
a smooth pad giving the same lift as a rough pad of the same
length is given by

h2* 5A6mU f ~r !

x
,

wherex is the pressure gradient for the rough pad. For the case
t50.8, the FLUENT results forx give h2* /h250.52. Oncex has
been determined, the static stiffnessK for the equivalent smooth
pad can be calculated using Eq.~8!.

The stiffness for the rough case can be determined by obtaining
solutions with slightly reduced mean clearancesh2 between the
rough and smooth. Here, the lower smooth surface was displaced
upwards in increments of 1.5mm, and steady-state results are
obtained for each new case. Note that the minimum clearance

Fig. 11 Typical tetrahedral mesh for a unit corrugation three-
dimensional wavy surface „tÄ0.8, ReÄ125…

Fig. 12 Typical velocity vector plot for a unit corrugation
three-dimensional wavy surface „tÄ0.8, ReÄ125…

Fig. 13 Load-carrying capacities for various roughness parameters t „j Õt Ä5,
incompressible case …
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considered here between a roughness peak and the smooth surface
was only 0.5mm. From these solutions, the stiffness can be cal-
culated for the rough case. This is found to be approximately
two-thirds that for the equivalent smooth case. Thus, for a given
load, surface roughness reduces the stiffness.

5 Conclusions
Numerical results using FLUENT have been successfully ob-

tained here for air-riding Rayleigh-pads with step ratiosr 52. The
effects of roughness on the stationary surface have been investi-
gated, and the CFD results have been compared to numerical so-
lutions of the compressible Reynolds equation. Static stiffness re-
sults have also been obtained and compared to theoretical results
for smooth bearings.

Both two-dimensional and three-dimensional cases have been
considered for various roughness amplitudes and Reynolds num-
bers. For three-dimensional incompressible flows, a linear unit-
based method has also been employed which has been shown here
to be in fair agreement with the full-pad approach.

Typical computing times are summarized in Table 3.
The main conclusions from this study are:

1. the CFD and Reynolds equation solutions are in good agree-
ment for both smooth surfaces and for low values of the
roughness parametert.

2. at higher values oft, the ‘rough wall’ Reynolds equation
solutions underestimate the load-carrying capacity as com-
pared to the more realistic CFD results.

3. even at the higher values oft, the CFD solutions show little
Reynolds number dependency for Re,100 ~cf. Fig. 7!.

4. both the two-dimensional and three-dimensional harmonic
roughness patterns considered here show similar effects on
the lift force. However, three-dimensional roughness yields
relatively less load-carrying capacity for severe roughness
cases~i.e., t'0.8!.

5. for a given load, surface roughness reduces the static stiff-
ness.

6. as can be seen in Table 3, the three-dimensional linear unit
method provides an efficient technique for computing the
load-carrying capacity as compared to the full-pad approach.

7. there is clearly considerable scope for further investigation
of roughness effects on air-riding seals using CFD. With
available computing power continuing to increase, expan-
sion of work in this area can be expected.

Nomenclature

a 5 roughness amplitude
CD 5 drag coefficient
CL 5 lift coefficient

F 5 load-carrying force per unit width
h1 , h2 5 mean clearance gap for high and low clearance sec-

tions
h(x) 5 actual surface height geometry

H 5 nondimensional surface height geometry (5h/h2)
K 5 static stiffness (K5dF/dh2)
L 5 total lengthL5 l 11 l 2

l 1,2 5 bearing lengths for high and low sections
p 5 pressure

p0 5 base~operating! pressure
P 5 non-dimensional pressure (5p/p0)
Q 5 volume flow rate per unit width
r 5 step ratio (5h1 /h2)

Re 5 Reynolds number
S 5 cross-sectional surface area
U 5 moving surface speed

x, z 5 streamwise and transverse coordinates tangential to
moving surface

y 5 coordinate normal to moving surface
X 5 nondimensional streamwise coordinate (5x/L)
g 5 ratio of specific heats

Dp 5 pressure increase
l 5 roughness wavelength
L 5 compressibility number
« 5 aspect ratioh2 /L
F 5 nondimensional load-carrying capacity (F5F/F* )
k 5 nondimensional pressure
x 5 pressure gradient
h 5 roughness perturbations
r 5 density
m 5 dynamic viscosity
s 5 smoothing parameter for Reynolds equation solution
t 5 ratio of roughness amplitude to clearanceh2(5a/h2)
j 5 maximum local gradient of surface roughness

(54a/l)

Subscripts

0 5 reference~base! conditions
1, 2 5 high and low clearance Rayleigh-pad sections
min 5 minimum quantity

Superscripts

* 5 Reynolds equation solution for incompressible flow
in a smooth pad withl 15 l 2
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Table 3 Approximate computing times „seconds per iteration …

on a 1 GHz processor

Case
2D

Full Pad

3D
Linear Unit

Method
3D

Full Pad

Computing
time

3 7 55
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Gas Turbines Design
and Off-Design Performance
Analysis With Emissions
Evaluation
Many gas turbines simulation codes have been developed to estimate power plant perfor-
mance both in design and off-design conditions in order to establish the adequate control
criteria or the possible cycle improvements; estimation of pollutant emissions would be
very important using these codes in order to determine the optimal performance satisfying
legal emission restrictions. This paper present the description of a one-dimensional emis-
sion model to simulate different gas turbine combustor typologies, such as conventional
diffusion flame combustors, dry-low NOx combustors (DLN) based on lean-premixed
technology (LPC) or rich quench lean scheme (RQL) and the new catalytic combustors.
This code is based on chemical reactor analysis, using detailed kinetics mechanisms, and
it is integrated with an existing power plant simulation code (ESMS Energy System Modu-
lar Simulator) to analyze the effects of power plant operations and configurations on
emissions. The main goal of this job is the study of the interaction between engine control
and combustion system. This is a critical issue for all DLN combustors and, in particular,
when burning low-LHV fuel. The objective of this study is to evaluate the effectiveness of
different control criteria with regard to pollutant emissions and engine performances. In
this paper we present several simulations of actual engines comparing the obtained re-
sults with the experimental published data.@DOI: 10.1115/1.1619427#

Introduction

Pollutant emissions control and reduction has now become the
principal marketing matter in industrial gas turbine field. During
the last 15 years, the gas turbine device subjected to the most
significant modifications was probably the combustion chamber.
This fact is due to the continuous reductions of governmental
emission limits in most of the countries, especially for NOx emis-
sion regulations.

Classical NOx reduction criteria for industrial gas turbines are
based on lowering of flame temperature by inert injection: gener-
ally steam or water injection. NOx emissions below 15–20 ppm
~volume dry, 15% O2) are not easily achievable with these sys-
tems unless very high injected mass flow rates are scheduled; a
worsening in CO and UHC emission and in plant thermal effi-
ciency and a reduction in engine durability limits are expected,
@1#.

For these reasons, most turbine manufacturers have undertaken
efforts to develop combustion systems having the potential for
reducing NOx emissions without steam or water injection: usually
we refer to these new type of combustors as dry-low NOx ~DLN!.

In the initial phase of DLN research, two approaches have re-
ceived high levels of development attention: rich-quench-lean
strategy~RQL! and lean-premixed combustors~LPC!. However,
at the moment, the only well defined DLN solution is based on
LPC technology. RQL strategy seems to be very effective in some
applications where premixed flames are not easily applicable: air-
craft engines and burning of low-LHV fuels.

Using lean-premixed flames~equivalence ratio below 0.65!,
stoichiometric fuel-air mixtures of diffusion flames yielding the

highest flame temperatures are avoided and the NOx formation
rate, which is exponentially dependent on temperature, is lowered,
@1#.

Lean-premixed combustion achieves low NOx emissions only
in a narrow combustion range. Values of equivalence ratio close to
the stoichiometric allow stable combustion but determine high
NOx emission. Using very high excess air ratio often leads to high
CO and UHC emission and determines serious problems of sta-
bility, @2#. For these reasons LPC are always equipped with some
systems for the direct control of mixture composition during en-
gine off-design. We can distinguish these devices in two main
typologies: fuel/combustion staging and variable geometry.

We refer to fuel staging system when local fuel-air ratio is
controlled by the means of a reduction of fuelled injectors at part-
load conditions. Various combinations of switching are possible,
which are based on combustor layout~annular or tubular! and
size. Radial staging and circumferential staging are typical,@2#.
Staged combustors are distinguished by a step-by-step combustion
process. In these combustors fuel-air mixture is injected in series
stages: during part load operations a reduction of fuelled stages
are expected. The main advantage of this combustor is that in the
downstream stages the flame develops in a region with higher
temperature, widening stability limits,@2#.

In variable geometry combustors, fuel-air ratio control during
engine off-design, is made by the means of airflow modulation.
The most common variable geometry systems is that where
swirler efflux section is varied. Other variable geometry systems
determines the by-pass of excess air from combustion zone to
dilution zone at part-load condition,@3#.

The requirements of the new DLN combustors based on lean-
premixed technology, determine an appreciable change in gas tur-
bine load regulation criteria. In fact the control devices of com-
bustors ~fuel-staging or variable geometry! are not generally
sufficient to maintain combustion in the stable range. It’s therefore
necessary to adopt airflow modulation by the means of engine
devices: compressor mass flow bleeding, and compressor inlet
guide vane regulation are typical.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The Neth-
erlands, June 3–6, 2002; Paper No. 2002-GT-30258. Manuscript received by IGTI,
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These observations point out the necessity to analyze gas tur-
bine off-design performance together with a combustion process
study with emissions evaluations. To reduce computational time,
this type of research is possible only by introducing some form of
simplification in combustion simulation. In this paper we will de-
scribe a model for the integrated plant-combustion simulation
which uses a chemical reactor analysis of combustion process.

Although nowadays computational fluid dynamics~CFD! codes
are valid design tools also in reactive conditions, they cannot be
used in a complete analysis of gas turbine power plant because of
extremely high computational costs. A simplified model based on
chemical reactor, arranged with the most detailed kinetics mecha-
nisms published in specified literature, is quickly capable to ana-
lyze the effects on pollutant emissions of the main engine opera-
tive parameters~ambient conditions, load regulations, fuel type,
and so on!. In this work, power plant operating conditions are
evaluated with an existing simulation code based on a convenient
modular approach,~ESMS Code,@4#!.

Chemical Reactors
Simulation of gas turbine combustion by the means of chemical

reactors is not something new. Touchton first used reactors for a
complete representation of a specific combustor,@5#. Rizk and
Mongia, for the first time, approached the problem in a generic
manner,@6,7#. Rizk and Mongia work has been lately resumed and
modified by some researchers,@8#.

The main difference between Rizk and Mongia models and the
one presented here consists in chemical reactors typologies and in
the integration of pollutant estimation procedure with overall
power plant simulation.

In this case we consider perfectly stirred~PSR! and plug flow
reactors~PFR! only. These two mathematical models are widely
used in kinetics analysis of flame@9#. In this work we will suggest
two different reactor network for the analysis of conventional dif-
fusion flame combustors and the new DLN combustors based on
lean-premixed technology.

PSR Reactor. The chemical reactor PSR operates a zero-
dimensional description of the flow and it could be described as a
vessel in whichN inlet streams are instantaneously mixed. With
this type of reactor we will simulate, for the most part, the flame
stabilization zones. The flux is entirely described by enthalpy con-
servation equation and by continuity equations for each of the
chemical species,~Fig. 1!.

Steady-state conditions could be determined by the time inte-
gration of the correspondent ordinary differential equations~ODE!
system. Because of equations stiffness, specific numeric algorithm
based on backward differentiation formulas are used,@10#. Kinet-
ics and thermodynamics properties are evaluated using Chemkin
II package,@11#. The requirements of the integration with a power
plants simulation code forced us to develop a new FORTRAN
code rather than adopt a commercial software.

PFR Reactor. To simulate the flame relaxation zone~typical
of gas turbine combustors and called postflame,@9#! it’s necessary

to adopt a second type of chemical reactor called plug flow reac-
tor. It describes the flow by a 1D approach supposing that, in the
generic section, species are well mixed~Fig. 2!.

The governing equations derive from the global flow equations.
Written in steady-state form, they constitute an ODE system
analogous to that shown for PSR reactor. Also in this case the
calculation routines were developed in FORTRAN language using
Chemkin II library.

Combustor Chamber Modeling
Following the same line of combustor characteristics according

to flame typology, the reactors PSR and PFR will be assembled
into two networks in order to model the different constructive
solutions of combustion chamber. Then, two models will be de-
scribed below.

The main problem for conventional combustor modeling re-
sides in the necessity to distinguish diffusive flame features, by
means of ideal chemical reactors, as they expect a homogenous
reagent mixture. The chemical reaction analysis must take into
account the actual reagent composition along the combustor.
Then, a reactor network was made to solve the modeling problems
and the solution for diffusive flame combustor is presented in Fig.
3.

The primary zone, derived from an idea of Broadwell and Lutz
@12#, uses two PSR reactors to simulate the jet or central region
~core! and the flame sheet zone~flame sheet reactor—FSR! where
chemical reactions develop in stoichiometric conditions. The dif-
fusive flows which cause fuel-air to mix and react in stoichio-
metric conditions~flame sheet zone! are here reproduced by cor-
responding convective flows. In this initial stage the recirculation
zone induced by the swirler and the flame stabilization region are
simulated.

Downstream of the flame stabilization zone, the flame begins
axial propagation and it develops the maximum temperature rise
~postflame!. The flame has a high homogeneity level, losing the
core-FSR structure. Nonetheless, the flame still keeps diffusive
characteristics. A PFR is used for flame zone modeling, while a

Fig. 1 PSR scheme

Fig. 2 PFR scheme

Fig. 3 Chemical reactor network for conventional diffusion
flame combustors
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PSR is used to out-flame, that is flame zone surroundings. In
secondary zone, that is usually denoted by the first cooling holes
line in the combustor wall,@2,13,14#, the flame looses entirely
diffusive feature and the mixture suffers a drastic homogenization,
because of air cooling flow entry. In this zone a PSR can be used.
But, it is necessary to take into account the small mass fraction,
that reacts near to the combustor wall and it suffers quenching
effects. These zones are simulated with specific PSR reactors
~near-wall reactors! already introduced by Rizk and Mongia.
Analogous considerations may be turned out for dilution zone,
except that the best central flow representation is made with a
PFR.

Modeling of lean-premixed combustors does not require a spe-
cial treatment in comparison with diffusive model. In this work,
we present a model based on a general scheme, in order to de-
scribe a greater number of actual combustors; this scheme is pre-
sented in the Fig. 4.

Primary zone is modeled with a PSR-PFR combination, accord-
ing to typical turbulent premixed flame representation~PSR de-
scribes the flame anchorage and stabilization zone, while PFR
describes the postflame zone,@9#!. Multi-injectors combustors,
where different flames for each injection system may be recog-
nized, adopt a parallel arrangement of single PSR-PFR combina-
tion. Secondary zone is provided with air jets, this zone is repre-
sented with the same combustor volume reactor, where the
secondary air and the primary hot gases are mixed. In dilution
zone, the combustion products and external annulus air flow are
mixed. In this zone hybrid air injection systems can be found, that
may be used for combustor liner cooling and to obtain the re-
quired pattern-factor. A PFR with the same combustor volume is
suitable to model this zone but, for compact combustors model, it
is suggested to use a PSR.

ESMS: Gas Turbine Plant Simulation Code
The power plant simulations have been performed using the

ESMS modular code. The reader is referred to Refs.@4# and @15#
for a complete description of the code and the related theory. The
most important feature of this modular code is the ability to simu-
late a new power plant configuration without creating a new
source program. The code easily allows addition of new compo-
nents. The engine configuration is defined by connecting a number
of elementary components representing different unit operations
such as compressors, combustion chambers, mixers and so on.
Each component is defined as a black box capable of simulating a
given chemical and thermodynamic transformation. The resulting
set of nonlinear equations defining the power plant is then linear-
ized ~the coefficients are, however, updated in the course of the
calculation!. All equations are then solved simultaneously using a
classic matrix method; thus the procedure is essentially that of the
fully implicit linear approach. Design and off-design simulation is
a two-step procedure. Off-design performance simulation requires
a geometric description of the different components~e.g., the ve-
locity triangle at mean radius and other cascade parameters for the
compressor or turbine, heat exchanger surface areas, etc.!. These

data result from a design study. When identifying the different
parameters describing the component geometry, knowledge of
some plant data is important to improve simulation results~e.g.,
the turbine exhaust flow rate and the temperature!.

Chemical Reactor Combustion„CRC… Code
The combustion models were presented in the previous section.

These models, with their respective calculation tools, have been
collected and put in a structured algorithm, named chemical reac-
tor combustion~CRC!. Then, this code was integrated with ESMS
code by the means of a batch procedure, in order to evaluate gas
turbine plant emissions both in design and off-design conditions.
Firstly, CRC code comprises a detailed combustor geometric cal-
culations, because ESMS code determines only reference geom-
etry, @4#.

To define the chemical reactor geometry, that constitutes pre-
dominantly combustor model, it is necessary to know the combus-
tion chamber components dimensions, partially shown in Fig. 5.
The method for geometry calculation are based on classical em-
pirical correlations proposed by Lefebvre and Mellor@2,13#.

Simulation of combustion is made by means of diffusive or
lean-premixed combustor models, previously described. In the
calculations performed in these tests we utilized some detailed
chemical kinetic mechanisms developed by different research in-
stitutes. The main are the Gas Research Institute Mechanisms
~GRI-Mech. 2.11 and 3.00,@16#! and the Warnatz Mechanism,
developed by Klaus and Warnatz~1997!.

At the same time, CRC code realizes an analogous ESMS cal-
culation procedure for combustion chamber simulations in off-
design conditions. This time geometry features are imposed and
the performance parameters, i.e., thermodynamics and chemical
compositions, are calculated.

Regarding ESMS and CRC linking, we had opted for a particu-
lar solution, in order to allow a certain batch procedure for auto-
matic calculation, maintaining both codes as two independent ex-
ecutable programs, allowing an optional emission performance
estimation, once gas turbine simulation are achieved. Figure 6
shows codes linking by a block diagram, for design and off-design
simulations.

Gas Turbines Simulations
To check code reliability and to test the overall plant-

combustion procedure, we performed some power plant simula-
tions: We referred to simple Joule cycle configurations operating,
when possible, a comparison with experimental data. We have
tested the main combustor typology~diffusion flame, dry-low
NOx such as lean-premixed and RQL!. To analyze the effects of
engine operating conditions on combustion system, we studied
both single shaft and double shaft gas turbines because of their
different part load behavior.

Fig. 4 Chemical reactor network for lean-premixed combus-
tors

Fig. 5 Combustion chamber geometric modeling
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Conventional Diffusion Flame Combustors. The first CRC-
ESMS simulation with experimental data comparison was made
on MS7001F gas turbine manufactured by General Electric~GE!.
This engine was the first installed ‘‘F’’ class gas turbine and its
emissions have been measured during actual plant operations,
@14#.

This test has been performed at the Virginia Power Chesterfield
station ~USA!, the first combined cycle plant equipped with
MS7001F engine. Emission sampling was done in duct between
the HRSG~heat recovery steam generator! and the stack. Many
pollutant emissions have been collected: NOx, CO, unburned hy-
drocarbons~UHC!, volatile organic compounds~VOC!, and par-
ticulate and nitrous oxide (N2O). The reader is referred to@14# for
more details about test facilities.

MS7001 engine is equipped with 14 tubular reverse flow com-
bustors~see Fig. 7! based on conventional diffusion flames. GE
has recently replaced this model with the new MS7001FA
equipped with the new DLN 2.6 combustor which represent the
lean-premixed solution for heavy duty gas turbine~the reader is

referred to@17# for more details!. Because of high NOx emission
expected for diffusion flame combustor of MS7001F engine,
steam or water injection are scheduled in actual plant operations.

Figure 8 shows MS-7001FA load diagram,@14#. Despite tem-
perature values are not shown in the graph, it easy to guess that
the two part-load variations are in dry conditions, i.e., without
steam injection, corresponding to two different compressor inlet
guide vane~IGV! angles: power output is reduced by the means of
a standard mass fuel rating~MFR!. Starting from some significant
power values, the simulations of water and steam injection were
carried on, reducing turbine inlet temperature~TIT!. This proce-
dure avoids compressor instabilities phenomena.

In this work, we reproduced published curves, in order to verify
CRC-ESMS codes reliability. Figure 9 shows NOx variation ver-
sus TIT changes, using MFR power reduction system, for the
respective compressor IGV angle.

With reference to experimental values, results obtained from
the simulations are close enough. There is a significant difference
for low engine load, especially, regarding to partially closed com-
pressor IGV, because of axial compressor model problems.

Figures 10 and 11 show CO and UHC versus TIT variations.
The published data, in this case, are relative only to compressor
IGV angle equal to 81°. We can observe, in these figures, that
CRC predictions under estimate experimental data; that’s because
simulation devices does not correctly reproduce some real features
such as reactive mixture quenching on combustor cooled walls.

The overall simulations results can be considered satisfactory:
CRC code correctly reproduces CO trend at part-load conditions,
both in initial zone ~starting from nominal power! where CO
slightly decreases and the last zone where it steeply increases.

Fig. 6 Block diagram for code linkage visualization

Fig. 7 Scheme of MS7001F combustor, †16‡

Fig. 8 MS7001 load diagram

Fig. 9 Experimental and computed NO x trend for MS 7001F GT
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Inert ~water or steam! injection effects on the main pollutant
substance is described below. Figure 12 shows normalized NOx
with respect to the nominal value versus steam injection variation.
Because of uncertainty about steam injection typologies, in this
work two extreme types were used: distributed in combustor pr-
ediffuser and localized in primary combustion zone.

Figure 13 shows steam effects on CO production. Because of
constant fuel mass flow during steam injection, CO emissions

tends to decrease. In this particular case~single shaft engine, con-
stant speed operations!, steam injection determines a slight reduc-
tion in inlet air mass flow which balance the negative effects of
steam on CO oxidation. To denote the importance of engine con-
trol system effects, Fig. 13 shows CO trend with constant TIT
during steam injection: in this case both steam and air mass flow
negatively influences CO emissions.

Figure 14 shows NOx versus water distributed injection varia-
tions. In this case CRC code shows a good approach for experi-
mental data reproduction, confirming the effective water action,
respect to steam, for pollutant emission reduction.

Lean-Premixed Combustors. In order to test the validity of
the proposed model for lean-premixed combustors, we report the
results of two simulations. The first compares computed and ex-
perimental data of GE LM2500DLE aeroderivative gas turbine,
the second shows only computed results for NP-GE PGT5B en-
gine.

Figure 15 shows DLN combustor for GE ‘‘LM’’ gas turbine
series. It is an annular multidome combustor based on lean-
premixed technology. Its particular shape is due to two opposite
demands: it must accommodate in the existing engine lay-out but
it must assure an adequate residence time in order to compensate
the lower flame temperature,@18,19#.

The main characteristic of this combustor is its injection-
premixing system~Fig. 16!, called DACRS ~double annular
counter rotating swirler, see@18# for details!. Seventy-five injec-
tors were designed in LM2500: they are all arranged in three

Fig. 10 Experimental and computed CO trend for MS 7001F
GT

Fig. 11 Experimental and computed UHC trend for MS 7001F
GT

Fig. 12 Experimental and computed NO x trend with steam
injection

Fig. 13 Experimental and computed CO trend with steam
injection

Fig. 14 Experimental and computed NO x trend with water
injection
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concentric domes. In order to control fuel-air ratio during engine
duty-cycle, several schemes of radial staging are scheduled.

PGT5B gas turbine is a heavy-duty engine based on single shaft
configuration. It is equipped with an annular lean-premixed com-
bustor distinguished by an injection-premixing system derived
from GE DACRS. In this case only one row of injector is ex-

pected and fuel staging may be difficult to realize: it will be nec-
essary to adopt circumferential staging which determines chilling
of reaction at combustion zones edges and worsens exit tempera-
ture profile. We have tested two alternative solutions based on
direct airflow control systems~variable geometry! which seems to
be very effective especially in small engine,@3,20#.

GE LM 2500DLE. This simulation aims to show the com-
plexity of engine regulation procedure required to control the
DLE combustor. We will analyze regulation effects both on plant
performances and pollutant emissions. LM2500 design character-
istics are shown in Table 1.

As mentioned above, this combustor is equipped with fuel stag-
ing devices. Figure 17 shows the entire load diagram and Table 2
reports the various radial fuel staging sequences. The control pro-
cedure is approximately the same for any engine of ‘‘LM’’ series.

The purpose of this complex regulation procedure is to keep
reactive mixture composition of any injector constant as much as
possible during engine duty-cycle. Gas turbine load is reduced by
MFR with a contemporary airflow modulation operated by air
bleeding at the 8th compressor stage and by the variation of com-
pressor IGV angles. As power output goes under a critical value,
corresponding to blow-out limit for reactive mixture of any injec-
tor, the number of fueled injector is reduced~Table 2 sequences!.

Figure 18 shows NOx versus power output variation. Obtained
results have an optimal approach with respect to experimental
data. A progressive NOx increment, when the power output de-
creases can be observed. This trend is opposed to conventional
combustors: Fuel staging operations guarantee primary zone con-
dition just above blowout limit in every load conditions. As load
decreases, compressor discharge temperature and pressure de-
crease and blowout limit moves to a richer mixture, consequently
increasing NOx emissions.

Fig. 15 Lean-premixed combustor for GE ‘‘LM’’ gas turbine
series, †18‡

Fig. 16 DACRS injectors, †18‡

Fig. 17 LM2500DLE load diagram

Table 1 Simulated gas turbines design data

GE MS 7001F GE LM2500 NP-GE PGT5B

Nominal power output 155 23 5.9 MW
Plant efficiency: 0.3963 0.3765 0.3266 ¯

COMPRESSOR
Pressure ratio: 14 18.8 15.1 ¯

Discharge temperature: 631.5 700.9 680.1 K
Required power: 126920 29040 8048 kW
HIGH PRESSURE TURBINE
Shaft speed: ¯ 7910 ¯ rpm
Inlet temperature: ¯ 1450 ¯ K
POWER TURBINE
Inlet temperature: 1533 1078 1456 K
Discharge temperature: 873 797.16 841 K
Mass flow rate: 366.6 69 20.2 kg/s
Power output: 155000 23000 5900 kW
Shaft speed: 3600 3600 16630 rpm
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Figure 19 shows CO versus power output variations. In this
case, obtained results are not accurate as NOx predictions, because
the CRC code tends to underestimate the measured emissions.
This is also presented in C and B sequences, however, the overall
trend is correctly reproduced.

NP-GE PGT5B. This test case was used to check the reliabil-
ity of combustion control systems based on variable geometry.
These devices seem to be a valid alternative to fuel staging in
DLN combustors.

As mentioned above, we have tested form this engine a reactive
mixture composition control by airflow modulation based on two
variable geometry systems. In the first one a bypassing of excess
air during part-load operation is scheduled~we have called VG-A
this regulation technique, see Fig. 20!. We compared also the ef-
fectiveness of a variable geometry swirler: We adopted a swirler
efflux section reduction during part load~we called this device
VG-B, see Fig. 20!. In Table 3 are reported design emissions
value.

The graphs reported in Figs. 21 and 22 shows NOx and CO
trends versus output power. These graphs show a comparison be-

tween the standard MFR regulation~with and without compressor
air bleeding! and the two-variable geometry technique. It could be
seen the extreme reliability of VG-A system to maintain combus-
tor near design emission point during plant part-load operation.
VG-A regulation does not reduce in a significant manner overall
plant efficiency even though it causes an increase in pressure loss.

Table 2 Fuel staging sequences for LM2500 GT

Fuel Staging
Sequences

15 Injectors
Inner
Dome

30 Injectors
Middle
Dome

30 Injectors
Outer
Dome

A fueled fueled unfueled
B unfueled fueled fueled
C fueled fueled fueled

Fig. 18 Exp. and comp. NO x in LM 2500DLE GT

Fig. 19 Exp. and comp. CO in LM 2500DLE GT

Fig. 20 Tested variable geometry systems

Table 3 PGT5B design emissions value

CO 3.02 ppmvd 15% O2
NOx 16.01 ppmvd 15% O2
UHC 1.03 ppmvd 15% O2

Fig. 21 NOx emissions trend in PGT5B GT

Fig. 22 CO emissions trend in PGT5B GT
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Rich-Quench-Lean Combustor. In order to test the ability
of the reactor network model to analyze low-LHV fuel, a simula-
tion of RQL-2 combustor developed by General Electric was per-
formed. As mentioned above, this combustor belongs to DLN
family, but it’s not based on lean-premixed technology. It is char-
acterized by the division of combustion process in three main
stages. In the first stage~Rich! a non premixed rich flame~1.2,f
,1.6! with high homogenization level develops. Then follows an
intermediate quenching stage, where combustion products and
cool air are mixed quickly; the result is an instantaneous flame
extinction.

In the last stage, residence times are higher and the mixture is
very lean~0.5,f,0.7!, so as to complete CO combustion,@21#.

To simulate this combustor, we developed a specific reactor
network ~Fig. 23!: Calculations were performed out of combined
plant-combustion procedure because design criteria of RQL com-
bustor are very different from that of standard combustors~pre-
mixed and non premixed flame!.

RQL-2 experimental tests were performed in GE laboratories
on a single, full scale, tubular combustor. Due to limited availabil-
ity of low-LHV fuel during tests, a reduction in the air flow rate
was necessary to achieve the target combustor exit temperature.
The main goal of the tests was to evaluate the optimal air flow
split between rich and quench-lean stages. Here we present only
the data concerning to the 40/60% rich/quench-lean air split; This
configuration determines the minimum NOx emissions when com-
bustor exit temperature is approximately 1550 K~‘‘F’’ class gas
turbine!. Actual engine off-design conditions were roughly repro-
duced varying fuel flow rate but keeping constant air flow and
other operative parameters~pressure, inlet temperature, etc.!. The
reader is referred to@21# for more details about experimental tests.

Table 4 shows fuel composition and properties. It’s important to
note the low-LHV fuel and the stoichiometric air-fuel ratio value
near to unity: Fuel mass flow cannot be neglected for the combus-
tor design, because its value is close to air mass flow value.

Figure 24 shows NOx versus combustor outlet temperature~or
TIT! variations. The coincidence between experimental and ob-
tained values are satisfactory, showing once again model consis-
tency. At temperature values higher than 1600 K the model tends
to overestimate experimental values. In this circumstances, the
rich stage is characterized by an equivalence ratio higher than 1.5
and the Quench zone is in near stoichiometric conditions. Mostly
the reaction takes place in the quench-lean stage and, here, the

flame develops in diffusion manner. These conditions are not cor-
rectly reproduced by the simple PSR-PFR combination~as shown
in Fig. 23!: an arrangement analogous to the one previously used
in conventional combustors primary zone, is probably more suit-
able.

Figure 24 confirms that, with the use of low-LHV fuel, RQL
approach becomes very effective in NOx reduction: in this particu-
lar configuration, RQL scheme guarantees NOx emissions below
50 ppm in nominal conditions~TIT51535 K in Fig. 24!.

Figure 25 shows CO versus TIT variations. Because of experi-
mental data scattering, it is now not significant a comparison with
the calculated emission trend. To solve this problem, it is neces-
sary to know residence time measuring devices, which are not
described by Feitelberg and Lacey@21#. However, obtained results
are always below 10 ppm such as in experimental data.

Conclusions
A one-dimensional emissions model has been developed. It has

been integrated with an existing power plant simulation code to
analyze the effects on pollutant emissions of engine operating
conditions. The combustion model is based on a chemical reactor
network description of the combustion chamber and it is capable
to simulate the main type of combustors~conventional diffusion
flame, lean-premixed and RQL combustors!. The code is able to
reproduce the effects of classical NOx reduction devices, such as
steam or water injection, and it can simulate the new combustor
control system used in lean-premixed combustors, such as fuel-
staging and variable geometry.

Fig. 23 Reactor network for RQL-2 combustor

Table 4 Fuel characteristics for RQL-2 combustor test, †21‡

Species Mass Fraction %

CO 10.75
H2 1.56
CH4 1.93
N2 37.64
CO2 24.76
H2O 22.52
AR 0.54
NH3 0.30
LHV @kJ/kg# 3920
as 1.14

Fig. 24 NOx emissions in RQL-2 combustor

Fig. 25 CO emissions in RQL-2 combustor
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Nomenclature

Ad 5 combustor dome section@m2#
Aref 5 combustor reference section@m2#
D ref 5 combustor reference diameter@m#
Dsw 5 swirler diameter@m#
GT 5 gas turbine

H 5 combustor liner height@m#
H 5 specific enthalpy@J/kg#
L 5 liner length@m#

LHV 5 lower heating value@kJ/kg#
ṁ 5 mass flow rate@kg/s#

ppm 5 part per million
ppmvd 5 part per million volume dry

R 5 universal gas constant@kJ/~kg•K!#
TIT 5 turbine inlet temperature@K#

u 5 velocity @m/s#
Vd 5 dome flow velocity@m/s#

Vpass 5 combustor annulus flow velocity@m/s#
Vref 5 combustor reference velocity@m/s#

W 5 molecular weight@kg/kmol#
yk , Yk 5 mass fraction@kg/kg#

Greek Letters

a 5 air-fuel mass ratio
as 5 stoichiometric air-fuel mass ratio

dṁ 5 added mass flow PFR@kg/s#
f 5 equivalence ratio

hb 5 combustion efficiency
r 5 density@kg/m3#
t 5 residence time@s#

Subscripts

k 5 generic chemical specie
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Microturbines and Trigeneration:
Optimization Strategies and
Multiple Engine Configuration
Effects
This paper investigates energy savings and economic aspects related to the use of micro-
turbine generators in commercial buildings either for cogeneration~electricity1heat! or
for trigeneration (electricity, heat and cold). In all calculations, reference is made to a
25 kWel-class commercial microturbine generator (MTG), tested by the authors. Various
plant schemes are considered, based on one or several MTG sets. The possibility of
generating heat and/or cold also by an electrically driven inverse-cycle air-to-water heat
pump/chiller system is also considered. Calculations are based on the simulation code
TRIGEN developed by the authors. The code provides detailed energy, economic and
emission yearly balances. The plant operating mode is optimized in each time interval.
The results indicate that, due to large load variations, (i) the optimum turbine nominal
output is in the range of about 70% of the electric peak demand, (ii) energy savings are
marginal, (iii) advantages related to splitting the overall capacity on more than one unit
are marginal, and (iv) the addition of an absorption machine improves the plant
economics.@DOI: 10.1115/1.1622410#

1 Introduction
For most industrial applications, the selection of the main de-

sign features of a cogeneration plant is a relatively straightforward
procedure. Usually, when the industrial process is in operation,
both thermal and electric loads are fairly constant throughout the
year, so that the optimum size~both energy and cost-wise! of the
cogeneration plant is generally fixed by the average thermal de-
mand, leaving to the electric grid the role of closing the plant
electricity balance, either selling or buying electricity,@1#.

A totally different situation occurs in small-scale commercial
applications, characterized by large fluctuations of electricity de-
mand as well as by dramatic variations of heating and cooling
demand, strictly related to climatic conditions. Although there is a
diffuse consensus about the great potential of distributed cogen-
eration (heat1electricity) and tri-generation (heat1cold
1electricity) plants,@2,3,4#, actual applications are still in a lim-
ited number.1 Simple rules for optimizing the plant design param-
eters are not yet established: for instance, how to select the plant
size, the advantages~or disadvantages! of splitting the plant ca-
pacity on several units, the economic viability of adopting an
absorption machine to recover heat released by the engine during
summer, etc.

This paper investigates this matter, with reference to typical
time-variable tri-generation~electricity, heat and cold! loads of
medium size (5000– 25,000 m3) commercial buildings, located in
areas characterized by climatic conditions that require heating in
winter as well as cooling in summer and contemporary heating
and cooling during half seasons. Energy savings, economic as-
pects are addressed: in all calculations, reference is made to a
25 kWel-class commercial microturbine generator~MTG!. Various
plant schemes are considered, based on one or several MTG sets.

Each MTG is equipped with an inverter, to generate grid fre-
quency output, with a heat recovery unit to generate hot water and
can be associated to an absorption chiller. All configurations are
integrated with auxiliary boilers for back-up and peak-load heat
generation. The possibility of generating heat and/or cold also by
an electrically driven inverse-cycle air-to-water heat pump/chiller
system is also considered.

The idea behind the presented calculations is to give an answer
to several significant topics not yet clarified in the technical litera-
ture, including~i! the choice of the optimum size of the cogenera-
tion plant for a commercial building,~ii ! the rationale of splitting
the plant on several modular units, and~iii ! the economic advan-
tages brought about by the use of the cogeneration plant during
summer for tri-generation. Although the results found in the
present analysis hold only for the specific test-case considered and
their extension to different situations is not warranted, it is be-
lieved that the presented methodology, as well as the obtained
general results, give an useful contribution to this relevant topic.

2 Plant Configurations
Six system configurations~Fig. 1! are considered~the first three

without cooling demand!:

~a! the ‘‘basic’’ configuration for cases without cooling de-
mand, where electricity is supplied by the electric grid
~EG! and heat by a natural gas boiler~NGB!;

~b! an ‘‘all electric’’ case, where the EG covers the electricity
as well as the electric load of a modular set of heat pump
units ~EHP!, that supply all required heating;

~c! a cogenerative case where one~or more! microturbine
generator with exhaust heat recovery boiler is added
~MTG!. A NGB is also present for backup;

~d! the ‘‘basic’’ case with both heating and cooling demand,
that are satisfied by a NGB and an electric chiller, respec-
tively. The chiller can act as a reversible refrigerating
compressor and heat pump~ERC/EHP!, thus generating
cold and/or heat;

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The Neth-
erlands, June 3–6, 2002; Paper No. 2002-GT-30417. Manuscript received by IGTI,
December 2001, final revision, March 2002. Associate Editor: E. Benvenuti.

1The most recent information about MTG total sales is of about 1500 units,@5#,
but only a few of these are applied for cogeneration or trigeneration.
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~e! an ‘‘all natural gas’’ case, where the MTG is coupled to an
AC for cold generation; heat to AC can be supplied either
by the MTG recovery unit or by the NGB;

~f! a cogenerative case, where the cooling demand is satisfied
by an ERC/EHP. NGB is present for backup;

~g! a more complex cogenerative configuration, where both
AC and ERC/EHP are used together with MTG and NGB.

In all cases the system:

• is connected to the EG for purchase, backup or sale of the
excess electricity, when economically viable;

• fully covers the heat and cooling demand, using the natural
gas boiler when necessary. The NGB and ERC/EHP capacity
is always set in order to match the peak load. A redundancy in
the number of ERC/EHP units is selected in order to guaran-
tee the cooling peak load also in case of failure of one com-
pressor.

3 Calculation Model
Calculations are performed based on a specifically developed

simulation tool~TRIGEN!. The code requires the assignment of a
number of input data for the definition of economic assumptions,
components and plant performance, load profiles, etc.~see Table
1!.

TRIGEN provides detailed energy, economic and emissions
yearly balances. The model optimizes the operating conditions of
the trigeneration plant for each of the 8760 hours of the year. The
assumption is made that the plant control system is smart enough
to optimize the plant operating mode to achieve the most cost
effective situation in each time step~one hour!. In all cases treated
in this paper, the final choice is made on an economic basis, but
other optimizing strategies, say best energy saving, or minimum
pollutant emissions, or any combination of economic, energetic
and environmental achievement could be easily specified.

The optimization strategy is discussed below, while more de-
tails about the simulation of the main plant components~ERC/
EHP, MTG, AC, and NGB! are given in the Appendix.

3.1 Optimization Strategy. Rather than relying on optimi-
zation linear techniques as the one described in@6,7#, the optimi-

zation procedure is based on the simulation of all plant operating
modes that could in principle be the best candidate. The code
selects the option which features the minimum instant cost among
different possibilities. The instant cost is defined as

C5Cel,p1CMTG, f ,p1CNGB,f ,p1CO&M2Vel,s (1)

where the first four terms represent the hourly cost related to:~i!
purchase of electricity,~ii ! purchase of fuel for the MTG and~iii !
for the NGB2 and ~iv! the cost for MTG operation and mainte-
nance~assumed proportional to the electricity generated!;3 the last
term represents the value of the electricity sold to the grid.

The following operating options are considered:

(A) Contemporary Load-Following of Electric, Thermal and
Cooling Demand. The system follows all three loads~electric,
thermal, cooling!, by operating at partial load~same load for each
engine! the minimum number of MTGs capable of meeting the
demand and trying to approach zero electricity exchange with the
electric grid. MTGs work at the power output necessary for cov-
ering the electric load, including ERC/EHP; heat is generated by
MTG and, if necessary, by the EHP~if present!; cooling is cov-
ered primarily by the AC~if present!, followed by the ERC. NGB
~for heating generation or for the AC heat consumption! may be
used to balance the heat demand when contemporary heat and
cold demand is present.

(B) All MTGs at Full Power Output. All MTGs operate at
full power output~base load!; cogenerated heat is used to satisfy
heat demand or to feed AC, wasting the excess. Electricity is used
to cover Ed and the eventual surplus is used by the EHP/ERC for
the fraction of the heating and/or cooling demand not covered by
cogeneration and AC. Remaining excess electricity is sold to the
grid.

(C) ‘‘ n’’ MTGs at Full Power Output. In option~a!, the elec-
tric load is equally divided among ‘‘n’’ MTGs operating at partial

2MTG and NGB fuels may be different or have different taxation rules.
3According to manufacturers, a full-maintenance contract based on generated

electricity is the most likely choice for MTGs users.

Fig. 1 Plant configurations considered in the present paper „see description in the text …
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load. This option considers the possibility of operating the same
number of MTGs at full load, exporting excess electricity to the
grid to exploit the nominal MTGs efficiency.

(D) ‘‘n -1’’ MTGs at Full Power Output. This option consid-
ers the possibility of operating ‘‘n-1’’ MTGs at full power output
~base load!, importing from the grid the electricity required to
fulfill the balance.

(E) Heat Following and/or Cooling Following. This option
is used to operate the MTG1NGB system as ‘‘heat following,’’
and the MTG1AC1NGB system as ‘‘cooling following,’’ in both
cases with electricity balance by EG.

The model also considers the possibility of operating with the
additional plant configurations obtained by alternatively switching
off, where present, the AC, the ERC/EHP, and the MTG compo-
nents. The calculation is carried out for all the above-listed oper-
ating options~when applicable!, aiming to investigate the most
extensive as possible range of alternatives. The example described
in the next paragraph clarifies the used methodology.

3.2 Example of Optimization. Let us consider the specific
case of a complex plant configuration, featuring three MTGs
1ERC/EHP1AC1NGB and facing the contemporary demand of
electricity, cooling and heating~33, 69 and 18 kW, respectively!
during an afternoon hour of a summer day. Table 2 shows all the
operating options which are considered by the model while it is
searching for the optimum.

• The best option~lowest cost as by Eq.~1!! chosen by the
model is the operating condition featuring zero electricity ex-
change with EG~i.e., the above-listed operating option A!,
with n52 MTGs in operation at part load~#1 in Table 2!.

• The second best is option C! ~‘‘ n’’ MTG at full load!: it can
be seen that the excess electricity sale does not overcome the
increased NG consumption~#3 in Table 2!.

• The third best is option E!, where the engines operate at the
load required to balance Hd as well as the heat demand of the
AC, with ERC switched off~#11 in Table 2!.

It is interesting to notice that the solutions that achieve the best
economical conditions do not yield the best energy saving, as
shown by the primary energy consumption~last row in Table 2!,
defined as the sum of the system (MTG1NGB) fuel consumption
and the fuel consumption of the reference centralized power sta-
tions required to fulfill the electric balance:

PEC5Ef ,MTG1NGB1~ES2Ep!/hel,ref (2)

Actually, the best option for energy saving is to shut down all
MTGs and operate ‘‘all electric’’~#14 in Table 2!. Of course, this
is not always the case, since MTGs are energy saving devices,
when can operate at full load and recover all heat.

Figure 2 shows the detail of the energy flows related to the
optimized solution~#1 of Table 2!. In this configuration the MTG
system generates 36 kWh, devoted for the majority to cover the
electricity demand, and for a small fraction to the EHP/ERC sys-
tem. Water is generally heated in sequence by the heat pump
condenser, by the gas turbine economizer and eventually by the
auxiliary boiler. In this particular case all the gas turbine exhaust
heat is consumed by the AC4 and does not contribute to water
heating.

4The relatively low MTG exhaust gas temperature~close to 235°C at full load and
lower at partial loads!, makes unattractive the adoption of multistage absorption
cycles; it has been therefore adopted a single-stage absorption cycle, with a nominal
COP of 0.7. The absorption chiller is arranged in parallel flow with the ERC evapo-
rator, and works with the same inlet and outlet water temperatures.

Table 1 Main input data of the calculation model

Economic Assumptions

Tariff for gas purchase One of:
Tariff for electricity purchase 1 hourly tariff for 8760 h/y

2 peak/low period charges
3 country specific tariffs

Price for electricity sold One of:
1 hourly tariff for 8760 h/y
2 peak/low period prices
3 reverse metering factor~RMF!

Component Model
Cogenerator performance Variation of net electric power, net thermal power and fuel

consumption versus load at different ambient temperature
Cogenerator emissions NOx , SOx , CO, and CO2 emissions versus

load and ambient temperature curves
Electric heat pump/reversible
compressor~EHP/ERC!

• working fluid
• type of compressor
• winter/summer peak sizing; internal calculation of COP

Absorption chiller~AC! • capacity
• COP versus load curve
• auxiliary consumption

Natural gas boiler~NGB! • thermal efficiency versus load curve
Heat/cooling distribution network • winter/summer peak sizing

• nominal operative temperatures
Load Definition
Electricity, heat and cooling load
profiles

three days~working, half working, holiday! for the following
seven climatic conditions:
• winter extremely cold
• winter medium
• winter extremely hot
• half season
• summer extremely cold
• summer medium
• summer extremely hot

Internal/external air temperature
profiles

Distribution for the 21 day-types

Yearly days distribution Distribution over the year of the 21 day-types

~* !Emission are not addressed in the paper
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4 Test Case Description

4.1 Natural Gas and Electricity Tariffs. The assumptions
made for tariffs for fuel and electricity purchase are presented in
Table 3. They reflect, with some simplification, the Italian situa-
tion. It can be seen that the electricity cost can be as high as four

or five times the NG cost in peak hours, but the tariff is much
lower during low charge hours and for the electricity sold to the
grid.

4.2 Cost and Investment Assumptions. The most relevant
assumptions related to the cost of components and to the param-

Table 2 Example of comparison of the operating options considered for hourly optimization „see option list below … option list: „1…
Case A „load following … „2… Case B „MTGs at full output … „3… Case C „n MTGs at full output … „4… Case D „nÀ1 MTGs at full output …

„5… Case A with AC switched off „6… Case B with AC switched off „7… Case C with AC switched off „8… Case D with AC switched off
„9… Case A with ERC ÕEHP switched off „10… Case B with ERC ÕEHP switched off „11… Case E „heat following … with ERC ÕEHP switched
off „12… Case C with ERC ÕEHP switched off „13… Case A with AC ¿NGB¿EG „MTG and ERC switched off … „14… Case A with ERC ÕEHP
¿EG „MTG and AC switched off … „15… Case A with ERC ÕEHP ¿NGB¿EG „MTG and AC switched off ….

Option # ~1! ~2! ~3! ~4! ~5! ~6! ~7! ~8! ~9! ~10! ~11! ~12! ~13! ~14! ~15!

Energy balance~kWh!
Electricity purchase - - - 20 - - - 6 - - - - 33 51 51
MTG fuel consumption 167 307 204 102 218 307 307 204 153 307 229 204 - - -
NGB fuel consumption 10 - - - - - - - 163 - - 14 163 - 30
Total fuel consumption 176 307 204 102 218 307 307 204 316 307 229 218 163 - 30
Cost ~C5!
Electricity purchase - - - 248 - - - 75 - - - - 411 635 635
Gas purchase 439 751 501 250 536 751 751 501 866 751 564 543 490 - 90
O&M 18 34 22 11 23 34 34 22 17 34 25 22 - - -
Electricity sale - -214 -53 - - -103 -103 - - -214 -103 -74 - - -
Total ~C5! 457 570 470 509 560 682 682 598 882 570 485 491 901 635 725
Number of active MTGs 2 3 2 1 3 3 3 2 2 3 3 2 - - -
MTGs load fraction~%! 53 100 67 33 69 100 100 67 49 100 74 67 - - -
Electric energy demand balance
Ed1ERC/EHP~kWh! 36 33 36 42 47 51 51 51 33 33 33 33 33 51 51
MTG ~%! 100 204.3 123.3 53.0 100 132.4 132.4 88.2 100 204.3 150.2 136.2 - - -
Purchase~%! - - - 47.0 - - - 11.8 - - - - 100 100 100
Sale~%! - 104.3 23.3 - - 32.4 32.4 - - 104.3 50.2 36.2 - - -
Heat demand balance
Hd ~kWh! 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18
MTG ~%! - 100 53.1 - 100 100 100 100 - 100 100.5 53.1 - - -
ERC/EHP~%! 68.2 - 46.9 196.8 - - - - - - - - - 436.2 -
NGB ~%! 31.8 - - - - - - - 100 - - 46.9 100 - 100
waste~%! - 252.3 - 96.8 509.6 797.6 797.6 498.4 - 252.3 -.5 - - - -
Cooling demand balance
Cd ~kWh! 69 69 69 69 69 69 69 69 69 69 69 69 69 69 69
ERC/EHP~%! 15.6 - - 45.1 101.1 100 100 100 - - - - - 100 100
AC ~MTG! ~%! 87.2 100 100 54.9 - - - - - 100 100 100 - - -
AC ~NGB! ~%! - - - - - - - - 100 - - - 100 - -
Primary Energy Consumption
~kWh!

176 210 181 158 218 260 260 221 316 210 183 185 256 143 173

Fig. 2 Detail of the energy flows for the optimum solution „#1 of Table 2 … dis-
cussed in 3.2

Journal of Engineering for Gas Turbines and Power JANUARY 2004, Vol. 126 Õ 95

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



eters involved in the financial analysis are indicated in Table 4.
For the MTG ‘‘target’’ specific cost of 600 C/kW is assumed,@5#,
far lower than actual costs.

4.3 Load Profiles. The selected load profiles~specific to the
unit volume! are intended representative for a tertiary building
located in Northern Italy. For a total volume of 15,000 m3 the
peak electric, heating and cooling demand are respectively 97,222
and 302 kW.

Figures 3, 4, and 5 show some of the 21 day-types used for the
definition of the annual load as listed in Table 1. These specific
load profiles will be used throughout the paper. The yearly distri-
bution of the three loads is shown in Fig. 6, whereas the resulting
equivalent hours are listed in Table 5: It can be seen that cooling
demand has the largest peak, but the involved annual energy is
relatively small~about one third of the heating energy!. Table 5
indicates also some interesting results on the PE annual balances
related to the assumed load profiles: for a conventional plant with-
out air conditioning equipped with a natural gas boiler~plant a of
Fig. 1!, electricity accounts for about 57% of the PE use~the
remaining 43% being required for heating!; in the ‘‘all electric
solution’’ ~plant b in Fig. 1!, the use of EHP drastically cuts the
primary energy consumption related to heat generation. A benefit
~about 12%! is found also in terms of annual costs. When the
cooling demand is added~plant d in Fig. 1!, the contemporary
presence of NGB and EHP allows optimizing heat generation cost

Fig. 3 Daily demand and temperature profiles for the ‘‘average
cold’’ winter working day

Fig. 4 Daily demand and temperature profiles for the ‘‘average
hot’’ summer working day

Fig. 5 Daily demand and temperature profiles for a half-
season working day

Fig. 6 Annual load profiles for the cooling, heating and elec-
tric demand „Cd,Hd,Ed …, calculated on a weekly base. Each set
of three curves represents maximum, average, and minimum
loads, except for the cooling load where the minimum is zero.

Table 3 NG and electricity tariff assumptions

Natural Gas Purchase

Fixed cost,~C5/kWLHV per year) 0
Variable cost, including fiscal charges~C5/kWhLHV) 3
Tax reduction for the ‘‘fiscal’’ fraction of natural gas
used for cogeneration~C5/kWhLHV)

1

‘‘Fiscal’’ fraction of natural gas used for
cogeneration (kWhNG /kWhel,cog)

2.5

Electricity Purchase and Sale

Fixed cost
~C5/kW per year)

Peak hours 400
Low charge hours~1! 60

Reverse metering factor RMF 0.5
Variable cost~C5/kWh) Peak hours 12.5

Low charge hours~1! 6.1

~1!Night hours~21 pm–7 am! and weekend hours

Table 4 Cost and investment assumptions

Gas turbine capital cost ( C5/kWel) 600
Gas turbine O&M cost ( C5/kWh) 0.5
EHP/ERC capital cost ( C5/kWc) 200
Absorption chiller capital cost ( C5/kWc) 300
Natural gas boiler capital cost ( C5/kWh) 15
Operating life and interest 10 years, 7%
Taxes on gross profit 43%
Inflation rate 2.7%
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wise: the final result is that the overall annual costs in presence of
air conditioning are lower than the ones required to satisfy only
electricity and heat without a EHP.5

5 Optimization of Building Versus MTG Size
The topic addressed in this chapter is the influence of the build-

ing size where a MTG is installed. Let’s first consider the case of
a building without air conditioning. Assume that the reference
MTG with heat recovery boiler~plant c in Fig. 1! is installed in
buildings of different size and let’s compare the cogeneration
plant performance versus the two reference cases~plant a and b in
Fig. 1!. The results of this comparison are represented in Fig. 7.
The figures indicate two parameters related to the primary energy
saving ~PES and EES! and an economic parameter~the invest-
ment net present value, NPV!.

The primary energy saving parameter PES is defined as the
difference between the primary energy yearly consumption of the
conventional solution and that of the cogenerative solution, re-
ferred to the unit volume:

PES5PECconv2PECcog (3)

The MTG relative primary energy saving EES~‘‘engine energy
savings’’! is expressed by the following relation:

EES5S 12
Ef ,MTG

Eel,MTG

hel,ref
1

Qrec,MTG

h th,ref

D 3100~%! (4)

and compares the MTG primary energy consumption with that
related to the separated generation of heat and electricity by NGB
and by conventional electric power plants~including grid losses!.

Let’s consider Fig. 7(a): When the MTG is installed in a very
large building ~left in the figure! the EES parameter coincides
with the value obtained at nominal load with full heat recovery:
the building heat demand is so large, that the MTG operates at full
load and all the heat can be recovered. When the building size
decreases, also EES decreases, for two main reasons:~i! Ed de-
creases, so that sometimes the engine operates at part load and~ii !
Hd decreases, so that sometimes part of the cogenerated heat is
wasted. When the building electric peak demand reaches about
75% of the MTG output, EES becomes negatives, i.e., cogenera-
tion is no more an energy saving solution.

Figure 7 shows also that PES reaches a maximum for a MTG
nominal output/building size ratio close to 2 W/m3, while the op-
timum size by the point of view of economics is 4 W/m3 ~NPV
close to 3.2 C5/m3). For the 25 kW-class MTG considered, this
means that the economical optimum building size is close to
7000 m3, with NPV exceeding 145% of the required investment
cost. The PES and NPV lines both start from zero when compared
to the EG1NGB ~Fig. 7~a!!. When reference is made to a EHP
~Fig. 7(b)!, the cogenerative solution is considerably less capital
intensive and NPV reaches higher maximum values~close to
6.2 C5/m3), even if the EHP running costs are lower than NGB
~see Table 5!. PES is negative all over the size range, i.e., the
cogenerative solution does not save energy with respect to a heat
pump system. After reaching a minimum, PES reapproaches zero
outside the represented range, when the MTG cogenerated heat
would be completely wasted and the MTG is never switched on.

Let’s now consider the case of a trigenerative load (heat
1electricity1cooling), covered with the addition of an absorp-
tion chiller and ERC~Fig. 8! or an ERC system only~Fig. 9!. The

5For calculating the PE related to heat and electricity, reference is made to the
yearly average thermal efficiency of conventional boilers~close to 73%, according to
the yearly simulation of the basic case of Fig. 1! and to a reference value for the
efficiency of electric power generation of 38% with the addition of a 94% distribu-
tion efficiency to account for grid losses~these values are representative of Italian
situation,@8#!.

Fig. 7 Optimization of nominal MTG output versus building size for a cogenerative „heat
¿electricity … load, with respect to conventional solutions with „a… NGB and „b… EHP

Table 5 Economic and energetic comparison of three conventional solutions considered for the coverage of electricity and
heating demand „NGB¿EG and EHP¿EG… or electricity ¿heating ¿cooling demand „ERC¿NGB¿EG…

Demand
Type

Load
Equiv.

Hours~1!

Peak
Demand
(W/m3)

Annual
Demand

(kWh/m3y)

NGB1EG EHP1EG NGB1EHP/ERC1EG

Cost PEC Cost PEC Cost PEC
C5/(m3y) (kWh/m3y) C5/(m3y) (kWh/m3y) C5/(m3y) (kWh/m3y)

Ed 3833 6.45 24.7 304.3 69.2 402.1 69.2 427.0 69.2
Cd 651 20.12 13.9 - - - 11.4
Hd ERC 2516 14.85 37.4 - - 28.9 3.9

NGB 153.0 51.0 - - 11.7 24.2
Total 457.2 120.3 402.1 98.1 438.7 108.7

Savings vs. NGB1EG - - 55.1 22.1 18.5 23.0~2!

~1!total annual energy delivered/peak demand
~2!with respect to the generation of heat and electricity only
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higher investment costs related to AC are more than counterbal-
anced by the energy savings allowed by free heat recovery, so that
the first case yields higher NPV. The MTG operating hours~Fig.
8! show a constant increase moving from small~right side! to
large building~left side!. Due to the high energy savings already
guaranteed by the reference system (EG1ERC1NGB), the PES
is slightly positive only for very large building sizes, where MTGs
never waste heat.

The two black dots on the right side of Fig. 8 refer to a con-
figuration without ERC, i.e., the cooling demand is low enough to
be covered by the AC only. This allows a small NPV gain~due to
the lower plant capital cost! and a slight increase of EES due to
the extended full load MTG operation during summer. PES in-
stead dramatically decreases~not shown in the figure! due to the
absence of ERC/EHP which frequently yields relevant energy
savings.

6 Effect of a Multiple MTG Arrangement
This chapter addresses the effect of splitting the generation ca-

pacity onto several MTG units. A multiple MTG set offers higher
part-load efficiency due to the possibility of switching off some
engines at reduced load leaving the possibility to operate the re-
maining MTGs at higher load. This advantages become relevant
only when a single MTG would operate at part load for a signifi-
cant amount of time.

A comparison is presented between three trigenerative solutions
obtained with the same overall MTG output/building size ratio
~the assumed value is 8 W/m3), considering also the adoption of
two and three MTGs with a building of two and three times the
original size, respectively. The results of the comparison are pre-
sented in Table 6. It can be seen that by splitting the overall
capacity on more units, it is possible to increase the yearly aver-
age electrical as well as thermal efficiency of MTGs.

As consequences, better economic~NPV! and energetic~EES!
results are obtained. The same exercise applied to the economical
optimum MTG output/building size ratio (4 W/m3) indicates that
the advantages brought about by multiple MTGs become mar-
ginal, since in this case a single MTG operates at full load most of
the time~see Fig. 8!.

7 Conclusions
The results presented in the paper indicate that, due to inherent

large variability of heating, cooling and electric demand typical of
commercial buildings, the optimum size of a cogeneration plant is
significantly lower than the peak demand, referred to electric as
well as thermal demand. In presence of cooling demand, the ad-
dition of an absorption chiller improves the plant performance,
both energy and costwise. With reference to the assumed tariff
scheme, the economics of these applications are only relatively
attractive, even at ‘‘target’’ low specific costs assumed for the
MTG. The situation would of course be more favorable if better
MTG performance~for instance with net electrical efficiency of
30% as claimed by some manufacturers! are stipulated. It should
also be pointed out that the economic analysis was performed
without giving any prize to the significant advantages inherent in
distributed generation, in particular the increased electricity avail-
ability or the possibility to overcome constraints in the expansion
of urban electricity networks, as well as to decrease emissions.

Appendix

EHPÕERC Model. System capacity may be split into several
ERC units,6 with the possibility of managing the ERC units both
with on/off or variable speed regulation criteria. Two possible
configurations are considered, where the ERC heat exchangers are

6At least three units (3350%) are always present, to insure the required
redundancy.

Table 6 Comparison of the energetic and economic perfor-
mance of solution adopting various MTG number

No. of MTGs 1 2 3

EE Cogenerated (kWh/m3y) 18.6 18.6 19.5
Cogenerated heat (kWh/m3y) 28.6 30.3 33.1
hel MTG ~yearly average! 0.225 0.231 0.239
h th MTG ~yearly average! 0.571 0.607 0.643
EES ~yearly average! 0.147 0.215 0.232
NPV ( C5/m3y) 1.45 2.19 2.38
Operating hours MTG #1 3192 2106 988

MTG #2 0 1769 1990
MTG #3 0 0 1265

Fig. 8 Optimization of nominal MTG output versus building size for a trigenerative „heat¿cooling
¿electricity … load. MTG operates with AC ¿ERC¿NGB and is compared to ERC ¿NGB systems.

Fig. 9 Same as Fig. 8 without AC
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separated or integrated in a common block, thus exploiting the
entire heat exchange surfaces also when a limited number of units
is in operation.

Calculation of COP. The COP calculation is based on an it-
erative procedure involving the following main steps:

~a! calculation of actual refrigerant evaporating and condens-
ing temperatures

~b! calculation of the mechanical cooling cycle performance,
by means of the second-law efficiency~see Eq.~A2!!

~c! calculation of the number of EHP/ERC units in operation
~d! calculation of ‘‘mechanical’’ COP
~e! calculation of the gross electrical COP
~f! calculation of the net electrical COP

and requires the following input data:

• number of EHP/ERC units
• working fluid
• type of compressor
• nominal unit operating conditions~either in the EHP or ERC

mode!, i.e., ~i! refrigerating~ERC! or thermal power~EHP!,
~ii ! ambient air temperature,~iii ! evaporating and condensing
temperature,~iv! water inlet/outlet temperatures

• nominal load and water temperatures of the heat/cold distri-
bution system

• hourly load demand
• hourly external ambient temperature
• hourly internal building temperature

A brief description of the calculation steps is given in the
following.

(a) Calculation of refrigerant evaporating and condensing
temperatures. The temperature history of the various fluids in-
volved in the process~ambient air, refrigerant, water, internal air!
is represented in Fig.~10!. All temperatures vary during the year,
according to operating conditions. The following assumptions are
made:

• the water-air heat exchangers~placed inside the building
rooms! operate with constantQ/DT1 , where Q is the ex-
changed heat andDT1 is the temperature difference between
room air and inlet water. This condition is representative for
air heat exchangers with constant speed fan, e.g., variable
speed operation of the air fan motor is not considered.

• the same assumption is made for the refrigerant-air heat ex-

changers~external units!; in this caseDT1 is the difference
between the refrigerant evaporation/condensation temperature
and ambient air.7

• The refrigerant-water heat exchangers act as a constantU
3S heat exchanger, whereU and S are the overall average
heat exchange coefficient and surface, respectively, andDTlm
is the log-mean temperature difference between water and
refrigerant:

Q5U3S3DTlm . (A1)

The calculation requires to hypothesize the number of units in
operation, as well as COP. Both variables are adjusted and recal-
culated during the iteration.

(b) Calculation of the mechanical cooling cycle performance,
by means of the second-law efficiency.According to results of
the survey of commercial ERC performance described in@9#, it is
possible to predict with reasonable accuracy the ‘‘mechanical’’
~i.e., referred to the mechanical power at compressor shaft! COP
~at nominal conditions as well as at other operating temperatures!
of state-of-the-art commercial ERC units by correlating the in-
verse cycle second-law efficiencyh II , defined by

h II5
COPc

COPc,id
5

Tev2Tcond

Tev
•COPc (A2)

to the temperature difference between condensation and evapora-
tion ~larger the distance between the two temperatures, greater the
difference with respect to an ideal Carnot cycle!. Three curves are
employed by the model, depending on the compressor type~alter-
native, scroll, screw compressor!. Equation~A2! holds also when
the unit operates in the heat pump mode. The relation between
COPh and COPc is

COPh5COPc11. (A3)

(c) Calculation of the number of EHP/ERC in operation.
Once the evaporating and condensing temperature and COP are
known, the model calculates the maximum cooling power of a
unit by assuming the proper characteristic line for the compressor
~for instance: constant volume flow rate!, in agreement with the
thermodynamic properties of the refrigerant. This result allows the
selection of the proper number of units in operation. The matching
of the cooling~or heating! power is done either by part-time or by
variable speed operation of the units.

(d) Calculation of the gross electrical COP.The electric
motors driving the compressors have a nominal power set by the
load requirements, with a design-point efficiency dependent on
the nominal power and reduced at partial load according to the
efficiency curve for variable speed operation proposed by@10#.

(e) Calculation of the net electrical COP.An auxiliary elec-
tric consumption of 1% is considered, calculated on the ERC peak
thermal duty, accounting for the fan power demand. When the
EHP operates at low external ambient temperatures, it is besides
considered an energy penalization caused by frost formation and
defrosting. Frost formation on heat transfer surface causes a de-
crease of evaporator temperature, due both to the reduced air flow
and added thermal insulation; moreover, frost must be periodically
removed, by means of energy demanding procedures. The ‘‘dry’’
COP is then reduced for ambient temperatures below 7°C with
appropriate correction factors~increase of the heat exchangerDT1
and increase of the ERC auxiliary consumption due to electric
resistance heating, max correction at 3°C equal to 10% and 50%,
respectively!.

7There are two exceptions to this rule:~i! when the unit operates as EHP and
ambient temperature is low,DT1 is increased to account for frost formation;~ii ! the
ERC may be operated both for cooling and heating, thus requiring an additional
water cooled heat exchanger~Fig. 2!. The condensing temperature is then set in order
to match the requirements of both useful heat generation and excess heat discharge
into ambient.

Fig. 10 Temperature distribution and heat exchanger arrange-
ment of the EHP ÕERC system. Temperature of two-phase pro-
cesses varies due to pressure losses.
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MTG Model. The microturbine model is based on the simu-
lation code described by@10#. The model has been calibrated with
the assumptions of Table A1 to simulate the performances of a
commercial 25 kWel Capstone microturbine, using experimental
data from@11# and from EPRI characterization tests,@12#.

Partial load simulation is performed at variable speed using
compressor and turbine maps given in@10# and with the assump-
tion of a constant TIT regulation.

The calibration results of Fig. 11 show good agreement be-
tween simulated and experimental data, except for a significant
difference~about 10°C) in the stack exhaust temperature at partial
load, probably related to the assumption of a constant TIT regu-
lation. Turbine inlet temperature may instead slightly decrease
also for insuring the respect of maximum recuperator working
temperatures,@13#. The simulation model provides also informa-
tion about the ambient temperature effect on MTG performance,
not discussed here. Results show a performance decay of about
2.3 percentage points on the electric efficiency at 30°C, and an
efficiency gain close to 1.0% at 5°C. MTG emissions have been
assumed after experimental tests,@11#, as shown in Fig. 12. The
existence of a low emission operating range~reflecting lean pre-
mix combustion,@14#! has suggested to limit MTG operation by
switching off the unit below 60% of the nominal power output.
NOx and CO emissions remain below 8 and 20 ppmvd respec-
tively between 90 and 100% of nominal power output.

Figure 12 shows also the microturbine EES~showing the pos-
sibility of achieving 25% energy savings when running the MTG
at full load with a complete recovery of the exhaust heat!8 as well
as the first law efficiency, defined as

h I5
Pel1Qth,recovered

mfuel3LHVfuel
(A4)

for two different levels of stack temperature after heat recovery
~70 and 90°C).

NGB and AC Efficiency. The natural gas boiler efficiency
versus load curve is shown in Fig. 13. The curve account also for
losses related to on/off cycles. The average yearly efficiency in the
simulations of this work is close to 73%, when a single unit is in
operation; better efficiencies are found when the capacity is split
on more units.

AC efficiency variation versus load is computed according
manufacturers’ data.

Nomenclature

AC 5 absorption chiller
C 5 instant cost~C5/kWh!, Eq. ~1!

Cd 5 cooling demand~% or W/m3)
COG 5 cogenerator (MTG1heat recovery boiler!
COP 5 coefficient of performance

DC/AC5 direct/alternating current
E 5 specific yearly~or hourly! energy (kWh/m3y)

Ed 5 electricity demand~% or W/m3)
EG 5 electric grid

EHP 5 electric heat pump
ERC 5 electric reversible compressor
EES 5 engine energy saving~%!, Eq. 4

8Two temperatures for stack gases are considered, reflecting winter and summer
operation, since during summer higher heat recovery temperatures are required to
drive the absorption chiller.

Fig. 11 Comparison of test results and simulated MTG perfor-
mances

Fig. 12 Test results for MGT emissions and primary energy
savings „EES…Õfirst law efficiency versus load

Fig. 13 NGB thermal efficiency versus load curve

Table A1 MTG nominal performances and cycle calculation
assumptions „ISO ambient conditions …

MTG Nominal Performances

Net electric power~kW! 25.6
Rotational speed~RPM! 96,000
Net electric efficiency~%! 23.3
Fuel ~NG! pressure~bar! 1.05
NG compressor nominal power~kW! 1.8
Fuel lower heating value~kJ/kg! 49,070

Cycle Calculation Assumptions
Turbine inlet temperature, °C 820
Compression ratio 3.4
Dp/p recuperator hot/cold side, % 5/3
Dp/p combustor, % 3
Heat loss recuperator,~% of thermal power! 2
DTmin recuperator, °C 100
Compressor isentropic efficiency 0.81
Turbine isentropic efficiency 0.86
GT mechanical efficiency 0.99
GT electric generator efficiency 0.94
GT power conditioning efficiency 0.93
Fuel compressor isentropic efficiency 0.7
Fuel compressor mech.1el. efficiency 0.9

100 Õ Vol. 126, JANUARY 2004 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Hd 5 heat demand~% or W/m3)
LHV 5 fuel lower heating value, kJ/kgf
MTG 5 microturbine generator
NGB 5 natural gas boiler
NPV 5 specific net present value ( C5/m3)

PE 5 primary energy~kWh!
PEC 5 specific primary energy consumption, kWh/(m3y)
PES 5 specific primary energy saving, kWh/(m3y), Eq. ~3!

P 5 pressure, Pa
Pel 5 electric power, kW

Qrec 5 MTG cogenerated heat (kWh/m3y)
RMF 5 reverse metering factor, electricity sale/purchase cost

ratio
rpm 5 revolutions per minute

T 5 temperature (°C or K!
TIT 5 turbine inlet temperature
Wel 5 electric energy~kWh!

b 5 pressure ratio
h I 5 first law efficiency, Eq.~A4!
h II 5 second law efficiency
hel 5 electric efficiency
h th 5 thermal efficiency

Subscripts

amb 5 ambient
c 5 cooling

cog 5 cogenerated
cond 5 condensation
conv 5 conventional solution (NGB1EG1ERC)

el 5 electric
ext 5 external~ambient!
ev 5 evaporator

f 5 fuel
h 5 heating

id 5 ideal
in 5 internal ~room!

ng 5 natural gas
nom 5 nominal

p 5 purchased
ref 5 reference

s 5 sold

References
@1# Roncato, J. P., and Macchi, E., 2000, ‘‘Report of Study Group 7.2: Comparison

of Medium or Large Scale CHP and Combined Cycles, in Various Countries,’’
Woc7 Report, Proceedings of World Gas Conference 2000, Nice, June IG-
UTCC, France, pp. 55–82.

@2# Kincaid, D. E., 1999, ‘‘Distributed Generation: A Primer,’’ Gas Research In-
stitute, Diesel&Gas Turbine–Distributed power, BPA International, Oct.

@3# Green, S., 2001, ‘‘Distributed Generation—A New Wave,’’Power Engineering
International, PennWell, Mar.

@4# Campanari, S., and Macchi, E., 2001, ‘‘Potential Developments in Gas-Fired
Microturbines: Hybrid Cycles and Trigeneration,’’ Cogeneration and On-site
Power Production,2~2! ~Mar.!.

@5# De Biasi, V., 2001, ‘‘DOE Developing Technology Base for Advanced Micro-
turbine Designs,’’Gas Turbine World, Pequot, CT,31, ~4!, July.

@6# Consonni, S., Lozza, G., and Macchi, E., 1989, ‘‘Optimization of Cogeneration
Systems Operation—Part A: Prime Movers Modelization,’’Proceedings of the
1989 ASME Cogen-Turbo Symposium, Nice, Aug., ASME, New York, pp.
313–322.

@7# Consonni, S., Lozza, G., and Macchi, E., 1989, ‘‘Optimization of Cogeneration
Systems Operation—Part B: Solution Algorithm and Examples of Optimum
Operating Strategies,’’Proc. of the 1989 ASME Cogen-Turbo Symposium,
Nice, France, Aug. ASME, New York, pp. 323–331.

@8# Anon., 2000, ‘‘Statistical Data on Electricity in Italy’’ GRTN, Italy.
@9# Bombarda, P., 2001, ‘‘Survey of Commercial ERC Performance,’’ Technical

Report, Department of Energetics, Politecnico di Milano.
@10# Campanari, S., 2000, ‘‘Full Load and Part-Load Performance Prediction for

Integrated SOFC and Microturbine Systems,’’ ASME J. Eng. Gas Turbines
Power,122, pp. 239–246.

@11# Campanari, S., and Boncompagni, L., 2001, ‘‘Experimental Acquisition of
Emission Data From a Commercial Microturbine,’’ Internal Technical Note,
Department of Energetics, Politecnico di Milano.

@12# Anon., 1999, ‘‘Performance and Electrical Characterization Tests on a Micro-
turbine Commercial Prototype,’’ EPRI-TR 114270, Dec.
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Development of Operating
Temperature Prediction Method
Using Thermophysical Properties
Change of Thermal Barrier
Coatings
Thermal barrier coatings (TBCs) have become an indispensable technology as the tem-
perature of turbine inlet gas has increased. TBCs reduce the temperature of the base
metal, but a reduction of internal pores by sintering occurs when using TBCs, and so the
thermal barrier performance of TBCs is deteriorated. This in turn increases the tempera-
ture of the base metal and could shorten its lifespan. The authors have already clarified by
laboratory acceleration tests that the deterioration of the thermal barrier performance of
TBCs is caused by a decrease in the noncontact area that exists inside TBCs. This non-
contact area is a slit space that exists between thin layers and is formed when TBCs are
coated. This paper examines the relations between the decrease of the noncontact area
and the exposure conditions, by measuring the thermal conductivity and the porosity of
TBCs exposed to the temperatures that exist in an actual gas turbine, and derives the
correlation with exposure conditions. As a result, very high correlations were found be-
tween the thermal conductivity and exposure conditions of TBCs, and between the poros-
ity and exposure conditions. A very high correlation was also found between the thermal
conductivity and porosity of TBCs. In addition, techniques for predicting TBC operating
temperature were examined by using these three correlations. The correlation of diameter
and exposure conditions of the gamma prime phase, which exists in nickel base super
alloys, is used as a general method for predicting the temperature of parts in hot gas
paths. This paper proposes two kinds of operating temperature prediction methods, which
are similar to this general method. The first predicts the operating temperature from
thermal conductivity measurements of TBCs before and after use, and the second predicts
the operating temperature from thermal conductivity measurements of TBCs after use and
porosity measurements before use. The TBC operating temperatures of a combustor that
had been used for 12,000 hours with an actual E-class gas turbine were predicted by
these two methods. The advantage of these methods is that the temperature of all parts
with TBC can be predicted.@DOI: 10.1115/1.1619428#

Introduction

As gas turbines are being operated under increasingly high tem-
peratures and pressures, the parts positioned in the path of hot
combustion gas are thermally and mechanically subjected to se-
vere working environments. Hot gas path parts that are especially
exposed to high temperatures are combustors, transition pieces,
and turbine first-stage buckets and nozzles. The surfaces of such
parts are coated to protect the base metals from heat, oxidation,
and corrosion. Ceramics of the zirconia system are normally used
in TBCs, since compared to metals, a ceramic coating of low
thermal conductivity protects the base metal from high-
temperature cnvironments.

The application of TBCs has helped prolong the service life and
raise the working temperature of components, however, the rela-
tionship between the raw materials and coating status of TBCs to
thermal barrier performance has not yet been quantitatively evalu-
ated. Furthermore, the temperature of parts that influence the ser-

vice life of base metals under TBCs has also not yet been verified.
It is therefore essential to clarify the thermophysical properties of
TBCs first.

The authors measured the thermal conductivity of TBCs of an
actual combustor, and have already clarified the age deterioration
of the thermal barrier performance of TBCs,@1,2#. The average
powder size, powder configuration, and powder components were
taken as the parameters of plasma spray powder to identify the
causes of age deterioration, and laboratory-scale acceleration tests
were performed. As a result, it was clarified that the decrease in
the noncontact area in TBCs by sintering was closely related to
the deterioration in the thermal barrier performance of TBCs.

This paper examines the influence of the temperature in an
actual gas turbine on the deterioration in thermal barrier perfor-
mance, based on the change with age of noncontact area in TBCs.
It also examines methods of predicting the operating temperature
of actual TBCs based on the changes in the thermal barrier per-
formance of TBCs and the changes in noncontact area~changes in
porosity!.

Experimental Samples and Equipments
Since fine spray powder is atmospheric plasma sprayed directly

onto the surface of the base metal to form a coating layer, the
layer contains pores. When applying TBCs, a coating layer of
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several tens of microns is formed by one pass. Therefore, TBCs
are built up to the prescribed thickness by applying several coat-
ing layers. Therefore, noncontact areas resembling slits are gener-
ated between the coating layers due to incomplete fusion of
plasma spray powder. In addition, microcracks are caused in the
direction of thickness of TBCs because the coating layers melted
by the plasma cool quickly on the surface of the base metals.
Thus, there are three kinds of spaces in TBCs: pores, noncontact
areas, and microcracks, as shown in Fig. 1. Especially, because the
noncontact areas exist vertically in the direction of thickness of
TBCs, the thermal barrier performance of TBCs is greatly af-
fected. In this paper, we examine how the noncontact areas change
with exposure conditions in an actual gas turbine. An 8wt% yttria
partially stabilized zirconia~8wt%YSZ! was selected as a plasma
spray powder. Table 1 shows the specifications of this powder.
The thermal barrier performance was evaluated from the thermal
conductivity of TBCs made from this plasma spray powder, and
the amount of noncontact areas was evaluated from the porosity.

The process of manufacturing the samples is as follows. First,
the plasma spray powder was atmospheric plasma sprayed onto
the surface of the base metals to the thickness of 1 to 3 mm to
form the TBCs. Then, only TBCs were peeled off from the surface
of the base metals. Using only the TBCs portion, the coatings
were prepared into sample configurations for measuring the re-
spective thermophysical properties and establishing them as the
as-sprayed TBCs.

Since it is difficult to directly measure the thermal conductivity
in the hot condition, the following relation was used to calculate
the thermal conductivity by measuring the thermal diffusivity,
specific heat, and density:

l5a•Cp•r.

Thermal diffusivity was measured by the laser flash method by
using a sample of 10 mm in diameter31 mm in thickness and
specific heat by DSC~differential scanning calorimeter! by using
a sample of 3 mm33 mm32 mm in thickness. The density was
calculated from dimensional and mass measurements taken at
room temperature. Density at high temperature was compensated
by the measured values of thermal expansion obtained with a push
rod dilatometer by using a sample of 3 mm315 mm33 mm in
thickness.

Next, the as-sprayed TBCs were exposed in an electric furnace
to the temperatures that exist in an actual gas turbine to prepare
simulated aged TBCs that had actually deteriorated. Table 2 shows
the exposure conditions. Each of the thermophysical properties
and the porosity were measured by using these as-sprayed and
aged TBCs.

Sintering Start Temperature of TBCs
To determine the temperature at which the decrease in noncon-

tact areas begins, the sintering start temperature of TBCs was
examined first. Figure 2 shows the change in thermal expansion of
the as-sprayed TBC. The decrease in thermal expansion which
originated in sintering was confirmed at about 1000°C. To deter-
mine this sintering start temperature, the rate of change of thermal
expansion at each temperature was calculated as shown in Fig. 3.
As a result, it was found that the sintering began at almost
1000°C. Thus, TBCs were sintered under the conditions shown in
Table 2.

Fig. 1 Degradation mechanism of TBC

Fig. 2 Measurement result of thermal expansion

Fig. 3 Rate of change of thermal expansion

Table 1 Specification of plasma spray powder

Range of Powder
Diameter

20–75

Average powder
diameter

58.9mm

Powder type Fused and crushed powder
Thickness of coating 1–3 mm
Component@wt%# ZrO2 Y2O3 TiO2 Fe2O3 SiO2

91.93 7.89 0.14 0.03 0.01

Table 2 Exposure conditions

Exposure Temperature Exposure Time

1000°C 200h
1000h

1050°C 200h
1000h

1100°C 200h
1000h

1150°C 200h
1000h
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Effect of Exposure Conditions on Thermal Conductivity
Figure 4 shows the results of measuring the thermal conductiv-

ity after the as-sprayed TBCs were exposed under the conditions
shown in Table 2. Comparing the measurement results, the ther-
mal conductivity values of the aged TBCs were larger than those
of the as-sprayed TBC in any condition. Moreover, when the ex-
posure time was the same, the higher the exposure temperature,
the larger the thermal conductivity.

Next, the rate of increase of thermal conductivity of the aged
TBCs to the as-sprayed TBC was examined. Thermal conductivity
values were compared at 950°C at which the measurement time
does not influence the thermophysical properties because the
TBCs were considered to be sintered at 1000°C or more. Figure 5
shows the result. The vertical axis represents the value of thermal
conductivity at 950°C of the respective TBCs normalized by the
values of thermal conductivity at 950°C of the as-sprayed TBC.
The thermal conductivity values were 1.3–1.5 times higher than
that of the as-sprayed TBC 200 hours later, and increased to 1.3–
1.6 times that of the as-sprayed TBC 1000 hours later. Moreover,
the thermal conductivity values after 200 hours and 1000 hours
were almost the same, suggesting that sintering almost saturated at
the exposure temperature of 1000°C. Therefore, the relation be-
tween the thermal conductivity changes and the exposure condi-
tions at 1050°C or more was examined.

Figure 6 shows the result of examining the correlation of the
thermal conductivity values at 950°C and the exposure conditions,
given by the following equation:

l/las-sprayed51.2531024LMP21.40
(1)

LMP5~T1273.15!~ log10 t114!.

LMP is the Larson-Miller parameter used to examine the rela-
tion between the stress and the creep rupture time of metals. Equa-
tion ~1! and the measurement values corresponded closely, so the
thermal conductivity changes of TBCs appear to be modeled by
the equation of the Larson-Miller parameter type,@3#. However,
the range ofT of Eq. ~1! is 1000°C or more at which the thermal
conductivity increases by sintering.

Effect of Exposure Conditions on Porosity
Next, to examine quantitatively the decrease in noncontact area

in TBCs, the porosity of TBCs was measured by a mercury pen-
etration porosimeter. Figure 7 shows the result of measuring the
porosity. The initial porosity was about 8.8%, and the porosity
tended to decrease as the exposure time or exposure temperature
increased.

In the measurement result of the thermal conductivity, because
sintering saturated quickly at the exposure temperature of 1000°C,
the relation between the exposure conditions and the porosity val-
ues was examined at the exposure temperature of 1050°C or more.
Figure 8 shows the relation between the porosity values and the
exposure conditions, given by the following equation:

P/Pas-sprayed521.8931025LMP11.80
(2)

LMP5~T1273.15!~ log10 t132!.

Equation~2! and the measurement values corresponded closely,
so the porosity changes of TBCs appear to be modeled by the
equation of the Larson-Miller parameter type. However, the range
of T of Eq. ~2! is 1000°C or more at which the porosity decreases
by sintering.

Fig. 4 Measurement results of thermal conductivity

Fig. 5 Change of thermal conductivity

Fig. 6 Relation between thermal conductivity and exposure
conditions

Fig. 7 Change of porosity
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Correlation of Thermal Conductivity and Porosity
In addition, the correlation of the thermal conductivity values

and the porosity values was examined. The following correlation
was obtained by regression analysis of the thermal conductivity
values at 950°C and the porosity values:

l520.383P14.42 (3)

P5value obtained from Eq.~2!

l5value at 950°C

Figure 9 shows the relation between the values calculated by
Eq. ~3! and actual measured values,@4#. The differences between
the calculated and measured values were within 5%, and thus the
values were accurate.

Next, the correlation including the temperature dependency of
the thermal conductivity was examined. The following correlation
was obtained by multiple regression analysis of the thermal con-
ductivity, temperature, and porosity:

l520.398P23.0131024u12.6431027u214.58 (4)

P5value obtained from Eq.~2!

u5temperature range 150 to 1000°C

l5thermal conductivity value at 150 to 1000°C.

The differences between the calculated and measured values
were within 5%, and thus the values were accurate. These results
suggested that the thermal conductivity of exposed TBCs could be
predicted from Eqs.~1!, ~3!, and~4!.

Operating Temperature Prediction Method of Actual
TBC

Originally, Eq.~1! was used to predict the thermal conductivity
of exposed TBC from the initial thermal conductivity and the
exposure conditions. Equations~3! or ~4! were used to predict the
thermal conductivity of exposed TBC from the initial porosity and
the exposure conditions. However, if the thermal conductivity of
the as-sprayed TBC and exposed TBC, and the exposure time are
known, the exposure temperature of the TBC can be predicted
from Eq. ~1!. Moreover, if the thermal conductivity of exposed
TBC, the initial porosity, and the exposure time are known, the
exposure temperature of the TBC can be predicted from Eqs.~3!
or ~4!. Figure 10 shows these prediction flows. The temperatures
of TBCs are not often measured in an actual gas turbine, although
it is very important for evaluating the lifespans of parts to predict
the temperatures of TBCs. Therefore, these prediction methods
were applied to the measurement results of the thermal conduc-

Fig. 8 Relation between porosity and exposure conditions

Fig. 9 Relation between calculated values and measured
values

Fig. 10 Prediction flow of operating temperature of TBC

Fig. 11 Measurement results of thermal conductivity of actual
TBCs
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tivity of TBCs used for 12,000 hours for the actual combustor, and
the operating temperatures of TBCs were predicted.

Figure 11 shows the results of measuring the thermal conduc-
tivity of actual TBCs. The operating temperatures of TBCs were
predicted by using the thermal conductivity values at 950°C in
this figure, and Eqs.~1! and~3!. When Eq.~3! was used, the initial
porosity value was not known. However, it was judged that the
thermal conductivity of the aged TBC in the combustor inlet area
was almost the same as that of the as-sprayed TBC, and did not
sinter as shown in Fig. 11. Therefore, the porosity of TBC of the
combustor inlet area obtained from Eq.~3! was assumed to be the
initial porosity, and so the operating temperatures were predicted.

Tables 3 and 4 show the prediction results by each method. As
a result, the predicted results for the combustor inlet area showed
a difference of about 90°C although the predicted results for the
combustor middle area agreed closely. The reason for this is that
the valid range of temperature of Eqs.~1! and ~3! is 1000°C or
more at which sintering begins, and the error was greater in the
combustor inlet area with comparatively low temperature. As a
result, the operating temperature can be predicted by these meth-
ods if TBCs are used at 1000°C or more. However, the prediction
results must be verified in future because the operating tempera-
tures of actual TBCs have not been measured.

The correlation between diameter and exposure conditions of
the gamma prime phase, which exists in nickel base super alloys,
is commonly used to predict the temperature of parts in hot gas
paths,@5#. However, our method makes it possible to predict the
temperature of all TBC parts.

Conclusion
TBCs made from plasma spray powder of 8wt%YSZ with at-

mospheric pressure plasma spray were exposed to the tempera-
tures assumed to exist in actual gas turbines, and the thermal

conductivity and the porosity were measured. Equations for pre-
dicting the deterioration in thermal barrier performance of TBCs
from the correlation among thermal conductivity, porosity, and
exposure conditions were obtained. Methods for predicting the
operating temperature of actual TBCs were derived from these
equations, and the operating temperatures of TBCs that had been
used for 12,000 hours in an actual combustor were predicted.
Verification of the prediction results remains for future studies.

Nomenclature

a 5 thermal diffusivity ~m2/s!
Cp 5 specific heat~J/kg K!

H 5 exposure time~h!
P 5 porosity ~%!
T 5 temperature~°C!
l 5 thermal conductivity~W/m K!
r 5 density~kg/m3!
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Table 3 Prediction results of TBC operating temperature „las-sprayed known case …

Area l/las-sprayed(950°C) Operating Time
Operating Temperature

~Predicted Value!

Inlet of combustor
~low temperature!

1.05 12000 h 812°C

Middle of combustor
~high temperature!

1.62 1062°C

Table 4 Prediction results of TBC operating temperature „Pas-sprayed known case …

Area l at 950°C
Porosity

~As-Sprayed! Operating Time
Operating Temperature

~Predicted Value!

Inlet of combustor
~low temperature!

0.821W/mK 9.40%
~predicted value!

12000 h 900°C

Middle of combustor
~high temperature!

1.26 W/mK 1079°C
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Measurement of Void Fraction
and Pressure Drop of Air-Oil
Two-Phase Flow in Horizontal
Pipes
The void fractions, flow regimes, and pressure drop of air-oil two-phase flow in a half-
inch diameter pipe over a wide range of test conditions have been investigated. The flow
regimes were identified with the aid of a 1000 frames per second high-speed camera. A
capacitance sensor for instantaneous void fraction measurements was developed. The
mean and probability density function of the instantaneous void fraction signal can be
used to effectively identify the different flow regimes. The current flow regime data show
significant differences in the transitional boundaries of the existing flow regime maps.
Property correction factors for the flow regime maps are recommended. The pressure drop
measurements were compared to the predictions from four existing two-phase flow pres-
sure drop models. Though some of the models performed better for certain flow regimes,
none of the models were found to give accurate results over the entire range of flow
regimes. @DOI: 10.1115/1.1619429#

Introduction
Accurate prediction of the flow regimes and pressure drop of

air-oil flow is important in many industrial applications. For ex-
ample, in aeroengines, air and lubrication oil are mixed in the
bearing chamber, which is subsequently drained by a scavenging
system comprising of a pump and piping system where the air and
oil are separated. The accurate prediction of the pressure loss in
the scavenge line is important to design the pressure limits of the
bearing chamber to ensure no loss of lubricant with the air. The
scavenge line can have several singularities such as sudden area
changes, bends, and junctions in addition to straight piping. Mod-
els to predict the pressure loss in each of these components are
required for the proper design of the scavenge system. However,
the complex nature of two-phase flow, characterized by turbu-
lence, deformable phase interface, phase interaction, phase slip,
and compressibility of the gas phase has made it extremely diffi-
cult to obtain reliable flow models.

There have been numerous theories and correlations developed
to predict pressure drop in two-phase flows in horizontal pipes.
Among the more common models are the homogeneous model
and the separated flow models. The homogeneous model assumes
that the two-phase flow can be characterized as a single phase
with one set of common properties. The homogeneous properties
are determined from a weighted average of the mass flow rates of
the gas and liquid. The separated flow models consider the two
phases separately, with an inherent assumption that the two phases
reach constant but not necessarily equal velocities. While several
models of this type have been developed, the three most com-
monly used are the Friedel@1#, Martinelli @2#, and Chisholm@3#
models. Each of these separated flow models has been found to be
acceptably accurate under certain flow conditions.

The pressure drop models are very likely to be dependent on
the flow regime, as the flow regimes significantly affect the flow
characteristics. Accurate identification of the flow regime under

different flow conditions can greatly simplify the flow modeling
by only dealing with the specific flow regime. There are three
main approaches to identifying flow regimes: visual observations,
measurement of pressure or void fraction fluctuations, and tomog-
raphy. All three approaches have specific advantages and disad-
vantages to them. Visual observations are a simple technique but
subjective and difficult to make, especially at high phase veloci-
ties. A high-speed imaging system can alleviate some of the dif-
ficulties associated with visual observation. Measurement of local
pressure fluctuations as a function of time has shown great success
in distinguishing the points of transition between flow regimes,
@4#. Hubbard and Dukler@5# first introduced the technique by
using the power spectral density of the pressure fluctuations to
identify the flow regimes. They found three distinct frequency
distributions for separated, dispersed and intermittent flows,@5#.

Similarly, the void fraction or liquid hold-up fluctuations can
be used to distinguish the flow regime. For example, Jones and
Zuber @6# found three distinct probability density function~PDF!
distributions of the void fraction fluctuation for separated, dis-
persed and intermittent flows. The third approach, tomography,
involves the measurement of phase distribution spatially as well
as temporally. This technique produces an image of the spatial
phase distribution in the channel over time. Several tomography
methods have been well developed, including capacitance and
X-ray techniques.

In general, void fraction and liquid holdup measurement tech-
niques have been shown to indicate the transition boundaries with
a high degree of accuracy,@4#. Visual observations combined with
one or more other techniques can be used to accurately identify
the flow regimes. In the current research only visual observation
of the flow using a high-speed video camera is made to distin-
guish between flow regimes. A second technique of flow regime
identification using void fraction measurements with a capaci-
tance sensor has been developed and the results are discussed in
this paper. The flow regimes are usually presented as flow regime
maps, with the axes representing certain physical characteristics
of the two phases. Among them, mass flow rate, superficial veloc-
ity, and momentum flux have been the most widely used mapping
parameters. While as many as 31 different flow regimes have been
identified for horizontal two phase flow,@4#, only six main flow
regimes are distinguished in this study. These are: stratified~ST!,
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wavy ~W!, annular~A!, mist ~M!, plug ~P!, and slug~S!. Due to
the existence of several sub regimes in slug flow, three additional
slug sub regimes are identified: slug building zone~SBZ!, foam
slug ~FS!, and blow through slug~BTS!. The flow regimes and
pressure drop data of air-oil two-phase flow in a half-inch diam-
eter horizontal pie are presented in this paper.

Experimental Facilities
The experiments were performed in a new versatile air/oil flow

loop designed and constructed for the present research~Fig. 1!. It
is designed to accommodate multiple test section geometries over
a wide range of operating parameters. The facility operates at
pressures up to 415 kPa, with maximum air and oil flow rates of
43.5 kg/hr and 1840 kg/hr, respectively. The oil is stored in the
tank ~1!, which also acts as a separation chamber for the air and
the oil. The oil passes through a fine mesh filter~2! before enter-
ing the rotary gear pump~3!, which is driven by a three-phase, 1
HP electric motor. A programmable speed controller on the gear
pump is used to vary the oil flow rate. A 100-psi house line pro-
vides the air for the system. The air is filtered and regulated~7!
before entering the air/oil mixer~6!. Electric heaters are installed
on both the air and oil lines to permit operation at temperatures up
to 150°C. The air heater is a single-phase, 4 kW heater~9! and the
oil heater is a three-phase, 18 kW heater~5!. The air/oil mixer is
annular in design, with oil flowing around an inner perforated
pipe. Air flows in the inner pipe and enters the oil stream through
380 1/32-inch diameter perforations. Once the air/oil mixture has
passed through the test section~10!, it can either pass through a
cooler~11! or flow directly to the phase separation and oil storage
tank. An oil mist filter~12! removes any remaining oil in the air
stream before it is vented to the outside. The air/oil mixture passes
through a 0.9 m long flow development section prior to entering
the half-inch diameter, 1.0 m long test section. A 0.6 m long
stabilization section follows immediately downstream of the test
section. The entire test section is made of Lexan polycarbonate
tubing to allow for complete flow visualization.

Two turbine flow meters~4! are used to measure the oil flow
rate, with a range of 0.0036–0.51 kg/s~0.07–10.0 USGPM!. Four
rotameters~8! in a bank are used to measure the air flow rates,
with a range 0–600 SCFH. Two Rosemount pressure transducers
with an accuracy of60.5% full scale are used to measure the
system pressure and pressure drop along the pipe. Temperature is

measured at various locations throughout the loop using type K
thermocouples. Five standard liquid-filled pressure gages are used
to monitor pump pressure, inlet air pressure, inlet mixer condi-
tions, and tank pressure. Flow regimes are identified by visual
observation with the aid of a high-speed video camera~up to 1000
frames/s!. The data is acquired using an AT-M10-16E-10DAQ
board for the pressures and a PCI-6034E board with SCB-68 con-
nection block for the temperatures. All data is processed using
National Instrument’s LabVIEW software in a program especially
written for this research program.

Capacitance Sensor Design. A capacitance sensor was de-
signed and developed to measure the instantaneous void fraction
of the air-oil two-phase flow. The advantages of a capacitance
sensor are its ability to capture fast transient phenomena without
disrupting the flow while being relatively inexpensive to build.
Variations in measured capacitance can be directly related to the
void fraction, since this directly affects the dielectric constant of
the mixture and hence the measured capacitance. The two most
common capacitance sensor designs for use on round tubes are
helically coiled electrodes and ring electrodes in series,@7#. The
design of a helically coiled sensor is generally more complicated,
due to the specific placement of the shielding required to mini-
mize edge effects and stray capacitance. The same is not true with
the coiled ring design, as the entire sensor can simply be shielded
to prevent stray capacitance. Both types of sensors have been
proven to produce accurate measurements of void fraction. For
this study, the ring type sensor with three sets of copper electrodes
connected in parallel was used~Fig. 2!. The electrodes are housed
in two pieces of acrylic to allow direct mounting on the test sec-
tion. The sensor is shielded by completely covering the acrylic
housing with copper tape, which is grounded, eliminating envi-
ronmental capacitance interference. This method of shielding re-
duced the effect of stray capacitance on the sensor output signal
from 61–5 pF to60.01–0.03 pF, as measured on a Booton-72B
capacitance transducer~60.5% accuracy full scale!.

Both an offline and online calibration of the capacitance sensor
were performed. The effect of different flow regimes on the sensor
was determined with an off-line calibration using Phenolic, a plas-
tic material with the same dielectric constant as the oil used for
the experiments. Pieces of Phenolic were machined to fit inside
the tube to simulate different flow regimes. In this instance, eight
annular and eleven stratified pieces with different cross-sectional

Fig. 1 Schematic of air Õoil flow loop
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areas to simulate different void fractions were used to measure the
range of the sensor. The sensor was then installed on the test
section and measurements were obtained with the tube filled with
all air and all oil. On-line static stratified flow regime data points
were also taken, and the results were found to be in good agree-
ment with the offline results~Fig. 3!. Dynamic measurements for
the two limiting conditions with the flow of air and oil only were
obtained, and the range was found to be in complete agreement
with the static calibration, indicating that the sensor is not affected
by the running of the flow loop. To check the response of the
sensor, tests were conducted over a wide range of flow conditions
using several sampling frequencies. It was found that a sampling
frequency of 1000 Hz was sufficient to resolve the dynamic char-
acteristics of the flow in this instance.

Results and Discussion

Capacitance Sensor Results. The void fraction can be ob-
tained from the capacitance signal using the relation:

a5
Coil2Cmeasured

Coil2Cair
(1)

whereCoil andCair are the capacitance when the tube is filled with
oil only and air only, respectively. The values forCoil andCair in
this instance are 0.55 pF and 0.18 pF, respectively. While the
instantaneous capacitance signal showed distinct patterns for cer-
tain flow regimes, allowing for relatively easy identification, this
was not always the case. In order to better interpret the instanta-
neous capacitance signal, the power spectral density~PSD! and
probability density function~PDF! of the signal were examined.
The range and location of the peaks of the PSD and PDF can be
used to identify the flow regimes. The signals for transitions from
slug to plug, slug to wavy, and slug to annular are presented to
illustrate the flow regime identification technique. These three

transitions were chosen due to the ease of identifying each flow
regime visually, which allows confirmation of the capacitance
sensor results. For each transition case, three measurements were
obtained, two within the flow regimes, and the third within the
transitional zone.

The time traces for transition between slug and plug flow~Fig.
4! are similar in appearance and indicate that both flow regimes
exhibit some periodicity, with capacitance mean values increasing
from 0.4 to 0.5 pF as the transition progresses. The PSD and PDF
of the time traces, however, clearly show very distinct character-
istics. Plug flow exhibits a small frequency peak at about 20 Hz,
while the transitional PSD~middle! shows a slightly higher peak
at about 30 Hz and elements of the other two PSD graphs. For the
PDF of slug flow, two peaks are observed: a larger one at a void
fraction of about 0.5, and a smaller one at a very low void frac-
tion. Plug flow has a much larger single peak at a very low void
fraction ~approximately 0.1!. The transitional PDF shows charac-
teristics of both regimes, with two peaks at void fractions of about
0.1 and 0.45. Lowe and Rezkallah@8# observed very similar re-
sults from capacitance signals in vertical upwards two-phase slug
flow. This suggests that a slug flow PDF can be characterized as
having two peaks, a small one at low void fraction, and a much
larger one at higher void fractions. The low void fraction peak
represents the tube when filled with oil, which occurs when a slug
passes the sensor. The higher void fraction represents the flow
regime the rest of the time, when the tube contains both air and oil
in a stratified type of flow. By similar interpretation, the plug flow
PDF has a peak at low void fraction as a result of the tube being
filled with oil most of the time.

A transition from slug to wavy flow is presented in Fig. 5, with
the time trace for the wavy flow showing a significant difference
to that of the slug flow. The slug flow characteristics were dis-
cussed in the previous section; and therefore are not addressed
here. The mean capacitance decreases from 0.4 to 0.3 pF as the
transition occurs, which is expected because air is the larger phase
by volume in wavy flow. The PSD reflects the uniformity of the
wavy flow, showing no dominant frequency. For this transition,
the PDF is more useful than the PSD, as it provides more detail on
the flow regimes. The wavy flow has a single large peak with low
variance at an approximate void fraction of 0.6, while the transi-
tion shows a dominant peak at a void fraction of about 0.5, but
with a much wider variance over lower values. The transition
from slug to wavy flow results in an increase in the amount of air
present in the tube, and therefore an increase in the void fraction.

The transition from slug to annular flow is examined in Fig. 6.
As with the previous two flow transitions, the same slug flow data
is being used to provide consistency in the comparisons. The an-
nular flow regime, which is predominantly air, is clearly shown in
the time trace and PSD results. The time trace signal is steady
with a very low variance. The mean capacitance of the annular
flow is 0.27 pF, which is approaching the lower limit of 0.18 pF
for all air. There is no dominant frequency, as shown in the PSD;
and the PDF shows only one, very pronounced peak at a void
fraction of about 0.75. As expected, the transition regime has char-
acteristics of both flow regimes, with a slightly dominant fre-
quency of 20 Hz~with slug flow having 10 Hz and annular flow
having no dominant frequency! on the PSD. The peak void frac-
tion for the transitional zone occurs at about 0.65, which lies
between the 0.5 of slug flow and the 0.75 of annular flow. Unlike
annular flow, which has a very narrow PDF variance, the transi-
tional flow has a wider variance similar to the slug PDF. These
results clearly indicate that the instantaneous void fraction can be
used to effectively identify the different flow regimes.

Air ÕOil Flow Regime Maps. The flow regimes of the present
data are compared to the flow regime maps of Mandhane@9#,
Taitel and Dukler@10#, and Spedding and Nguyen@11# based on
air-water properties. This provides consistency between all three
maps, as air-oil property corrections are not available for all three
maps. The slug flow regime is well predicted by the flow map of

Fig. 2 Capacitance sensor design

Fig. 3 On and off-line calibration of capacitance sensor. h, oil;
n, phenolic; , linear „oil …; , linear „phenolic ….
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Mandhane~Fig. 7!, with all data points falling within the sug-
gested ‘‘slug area’’ of the map. Transition between slug flow and
annular flow is represented by the blow through slug data, which
occurs at air superficial velocities in the range of 6–20 m/s. This
transition is clearly overpredicted by the map, which suggests the
transition occurs at higher air superficial velocities of 11–70 m/s
~with increasing oil velocity!. The map also poorly predicts the
plug to slug transition; with the current data indicating the transi-
tion occurs at higher superficial gas velocities~1.2–2.5 m/s! over
the range of liquid superficial velocities~0.25–4.3 m/s! than sug-
gested by the map. All of the other transition boundaries are found
to have transition data points on both sides of the predicted line.
This does not necessarily indicate a problem with the transition
boundary, as transition between flow regimes occurs more gradu-
ally than suggested by most flow regime maps,@12#.

The Taitel and Dukler@10# flow regime map~for a 2.5 cm dia.
pipe! is presented using superficial velocities~Fig. 8!. The transi-
tion boundaries between plug and slug flow, and annular and mist
flow, were not developed by Taitel and Dukler@10# and therefore
cannot be evaluated. The transition between slug and annular flow,
as represented by the blow through slug flow regime, is accurately
predicted at oil velocities in the range of 0.3–0.7 m/s. At veloci-
ties greater than 0.7 m/s, the present data indicates transition oc-
curs at lower gas velocities than those predicted by the map. Tran-
sition between wavy and annular flow regimes also appears to be
well predicted at oil velocities below 0.1 m/s. All the other tran-
sitional boundaries require adjustment to better predict the transi-
tion between flow regimes. For example, the stratified to plug
transition is predicted to occur at oil superficial velocities of 0.12–
0.16 m/s, but plug flow was observed at an oil superficial velocity
of 0.08 m/s. Similarly, the slug to dispersed flow regime transition
range for the oil superficial velocity is overpredicted by 1.5 m/s.

The dimensionless plotting parameter map of Spedding and
Nguyen@11# is compared with the present data in Fig. 9. In order

to compare their flow map to other maps, Spedding and Nguyen
@11# used air and water two-phase flow results to obtain the tran-
sition boundaries. The definitions for the flow regions of this map
are different than those of the previous two maps. For example,
the blow through slug flow regime is represented as a flow region
and not a transitional boundary. The same is true for the wavy to
slug flow transition. The map predicts the blow through slug and
annular flow regime data with a great deal of accuracy; however,
the slug region is not well predicted by the flow regime map.
Unlike the other two flow maps presented here, the dimensionless
numbers used for the plotting parameters rely on the physical
properties of the two phases indirectly. However, Spedding and
Nguyen @11# suggest that transitional boundary prediction errors
are more likely to result from differences in test facilities than
from use of different two-phase systems.

In order to evaluate the overall usefulness of the three flow
regime maps, the maps were compared against one another. The
ability of each map to correctly predict the flow regimes was
calculated using the method suggested by Mandhane et al.@9#.
The number of correctly predicted points in an individual flow
regime is divided by the number of total observed points in the
flow regime and converted to a percentage. The total number of
correctly predicted points and the average accuracy of the whole
map can then be determined~Table 1!. Several flow regimes have
a limited number of collected data points, and are therefore in-
cluded in the table but not considered in the comparison. The
Mandhane et al.@9# and Taitel and Dukler@10# flow regime maps
predict the slug region with 100% accuracy. While Taitel and
Dukler @10# do not define a transition boundary between plug and
slug flow, most of the plug points still lie within the defined ‘‘in-
termittent’’ region. In comparison the Spedding and Nguyen@11#
flow regime map performs poorly in the slug region but has a high
accuracy in predicting the blow through slug and annular flow
regimes. Overall the Taitel and Dukler@10# flow regime map is

Fig. 4 Slug to plug transition
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found to have the highest prediction accuracy at 53%, which can
be partly attributed to the high accuracy in predicting the flow
regimes where the most data was collected.

The preceding comparison of the three flow regime maps was
based on the transition boundaries for air-water properties. How-
ever, both the Mandhane et al.@9# and Taitel and Dukler@10#
transition boundaries can be converted for air and oil properties.
Mandhane et al.@9# proposed two correction factors based on
early work by Glover and Aziz@13# and with the addition of
viscosity terms. To account for changes in physical properties, the
superficial velocity coordinate is multiplied by the suggested
physical property correction (M ) as listed in Table 2.

j i5
Gi

r i
~m/s! (2)

j i85M j i (3)

whereX8 andY8 are given by

X85S rg

0.0808D
0.2S 72.4r l

62.4s D 0.25S mg

0.018D
0.2

(4)

Y85S m l

1.0D
0.2S 72.4r l

62.4s D 0.25

. (5)

The constants in the above equations are based on imperial units,
and all physical properties should be in these units. Applying the
physical property corrections only marginally improved the accu-
racy of the map~Fig. 10!. For example, the plug to slug transition
is more accurately predicted in the 0.25–1 m/s range. However,
the slug to dispersed transition accuracy observed in the original
map ~Fig. 7! is lost. It is apparent that more study is required on
the form the physical property factors should take in order to
obtain more accurate transition boundaries. As a first recommen-

dation, a combination of the correction factors suggested by
Mandhane et al.@9#, Glover and Aziz@13#, and Pawloski@14# is
suggested~Table 3!. The resulting flow map~Fig. 11! is an im-
provement of the original Mandhane et al.@9# flow regime map.

The Taitel and Dukler@10# flow map transitional boundaries
were recalculated to reflect the properties of oil instead of water
by assuming turbulent flow for both phases. For the oil used in the
current investigation, the viscosity was sufficiently high to result
in large errors for the stratified to wavy transition, and this is not
included in the corrected map~Fig. 12!. Overall, the corrected
map showed a decrease in prediction accuracy. The slug to annu-
lar transition shifted upwards by a factor of 1.5, and the slug to
dispersed transition shifted to the left by a factor of 0.1, resulting
in a much lower prediction of these two transitions. It can be
speculated that the corrections to the map are affected by the
viscosity of the oil, resulting in the large errors. Comparison of the
two corrected maps against the two original map results is shown
in Table 4, with the corrected Mandhane et al.@9# map predicting
with 75% accuracy.

Pressure Drop Measurements. Four frictional pressure drop
models ~homogeneous, Martinelli, Chisholm, and Olujic! were
compared against the measured pressure drop data over the entire
range of flow regimes. The overall results for the homogeneous
model were found to underpredict the pressure drop by an average
of 41% ~Fig. 13!. An analysis of the pressure drop results by flow
regimes indicate that the mist flow and annular flow regimes are
the best predicted by the homogeneous model. Figure 14 shows
the pressure drop data for these two flow regimes, with an average
underprediction of about 26%. This is expected given the inherent
assumptions in the homogeneous model.

The Martinelli model was found to consistently underpredict
the pressure drop by an average of 47% across all flow regimes

Fig. 5 Slug to wavy transition
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~Fig. 15!. The best prediction from the Martinelli model was for
the slug-building zone, which averaged a 35% underprediction
~Fig. 16!. The annular flow regime was the most poorly predicted,
which averaged a 56% underprediction~Fig. 16!. The relatively
small scatter in the data from the Martinelli model allows for a
simple single correction factor to be applied for all flow regimes.

Taking the inverse of the slope of the trendline, the model is
multiplied by a factor of 1.9, resulting in the data distribution
shown in Fig. 17. The corrected model predicts the frictional pres-
sure drop within630% of the measured pressure drop. The accu-
racy improves to615% for pressure drops above 15000 N/m2/m.

The Chisholm model~Fig. 18! predicted the pressure drop with

Fig. 6 Slug to wavy transition

Fig. 7 Mandhane †9‡ flow regime map. l, annular; -, BTS transition; m, dispersed;
L, mist; n, plug; À, P-S transition; h, slug; Ã, S-D transition; ¿, P-ST-W transition;
* , wavy; s, W-S transition;—transition boundaries.
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an average of 43% underprediction; however, several of the flow
regimes were predicted with a much higher accuracy~,30%!.
The flow regimes predicted with higher accuracy include plug,
slug, slug building zone and the slug to plug transition. Figure 19
shows the four regimes, with the slug building zone flow regime
having almost no deviation from the measured values. Unlike the
Martinelli frictional pressure drop model, the Chisholm model
does not closely follow one trendline, making a simple correction
to the model difficult. The relatively accurate prediction~within
35%! of many of the flow regimes also indicates correction of the
model may not be necessary. This model may be useful as a first
step in developing a new model that predicts pressure drop based
on flow regime.

Ferguson and Spedding@15# examined the accuracy of 14 dif-
ferent frictional pressure drop models with respect to indivi-

Fig. 8 Taitel and Dukler †10‡ flow regime map. l, annular; -, BTS transition; m,
dispersed; L, mist; n, plug; À, P-S transition; h, slug; Ã S-D transition; ¿, P-ST-W
transition; * , wavy; s, W-S transition;—transition boundaries.

Fig. 9 Spedding and Nguyen †11‡ flow regime map. l, annular; -, BTS transition;
m, dispersed; L, mist; n, plug; À, P-S transition; h, slug; Ã, S-D transition; ¿,
P-ST-W transition; * , wavy; s, W-S transition;—, transition boundaries.

Table 1 Comparison of flow regime maps

Flow
Regime

Number of
Points

Mandhane
Correct~%!

Taitel &
Dukler

Correct~%!

Spedding &
Nguyen

Correct~%!

A 24 54.2 66.7 95.8
M 11 100.0 90.9 0.0
S 60 100.0 100.0 48.3
W 9 33.3 33.3 44.4
P 35 82.9 82.9 54.3

BTS 38 2.6 15.8 97.4
P-S 34 0.0 0.0 0.0

P-ST-W 12 16.7 0.0 0.0
S-D 12 8.3 16.7 0.0

W-BTS 2 0.0 0.0 100.0
W-S 3 0.0 0.0 0.0
W-A 2 0.0 100.0 100.0
Total 242 50.4 53.3 47.5
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dual flow regimes, and found the Olujic@16# model to perform the
best over the largest number of identified flow regimes. The Olujic
model was therefore selected as the fourth model investigated
using the current air-oil data. The Olujic model attempts to sepa-
rate the flow regimes into two regions, based on the Froude num-
ber and phase volume flow ratio, and uses different models in the
two different regions. When the gas phase velocity is much
greater than the liquid phase velocity, the region is designated as
alpha. When the velocities are approximately equal, the region is
designated as beta. In terms of flow regimes, the beta region rep-
resents plug and dispersed flow, and the alpha region all others.
The pressure drop in the two regions are given by

S dP

dzD
F

5 f F ~Gx!2

2drg
GF11

~12x!

x«R G19/8

alpha model

S dP

dzD
F

5 f S G2

2dr l
D @11x~R21!#

3@12x~R21!~K221!# beta model

where the friction factors for the models are defined as

f 50.3164S Gxd

mg
D 21/4

alpha (6)

f 5
64

Re
if Re,2000 beta (7)

f 5
3.164

Re0.25 if Re,2000 beta. (8)

The alpha model requires the calculation of the two-phase param-
eters« andGo , defined as

Go5S 12x

x D FG2~12x!2

r lgd G21/4

R21/2u21/8 (9)

«150.77R20.55Go
X

«252.19R20.61Go
Y

X50.266R0.057

Table 2 Coordinates for Mandhane map transition boundaries

Transition Boundary
j g

~ft/s!
j l

~ft/s!
Physical Property

CorrectionM

Stratified to plug 0.1 0.5 Y821

5.0 0.5 Y821

Wave to slug 7.5 0.3 Y8
40.0 0.3 Y8

Plug and slug to dispersed 0.1 14.0 Y8
230.0 14.0 Y8

Stratified and plug to wave and slug 35.0 0.01 X8
14.0 0.1 X8
10.5 0.2 X8
2.5 1.15 X8
2.5 4.8 X8
3.25 14.0 X8

Wave and slug to annular mist 70.0 0.01 X8
60.0 0.1 X8
38.0 0.3 X8
40.0 0.56 X8
50.0 1.0 X8
100.0 2.5 X8
230.0 14.0 X8

Dispersed to annular mist 230.0 14.0 X8
269.0 30.0 X8

Fig. 10 Mandhane †9‡ map for air-oil properties. l, annular; j, BTS transition; L,
mist; n, plug; À, P-S transition; h, slug; Ã, S-D transition; d, P-W transition; s, W-S
transition; ¿, wavy; * , dispersed; m, W-A transition.

Table 3 Suggested transition boundary correction factors for
Mandhane map, †14‡

Transition Boundary
Physical Property

Correction Equation

Stratified to plug j i85Y821 j i
Wave to slug j l85Y8 j l

j g850.5X8 j g
Plug and slug to dispersed no change

Stratified and plug to wave and slug j i85X j i
Wave and slug to annular mist j l851.2Y8 j l

j g850.4X8 j g
Dispersed to annular mist j l85Y8 j l

j g850.4X8 j g
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Fig. 11 Suggested air-oil property correction for Mandhane †9‡ map. l, annular; j,
BTS transition; L, mist; n, plug; À, P-S transition; h, slug; Ã, S-D transition; d,
P-W transition; s, W-S transition; ¿, wavy; * , dispersed; m, W-A transition.

Fig. 12 Taitel and Dukler †10‡ map for air-oil properties. l, annular; j, BTS transi-
tion; * , dispersed; L, mist; n, plug; À, P-S transition; h, slug; Ã, S-D transition; m,
P-W transition; ¿, wavy; d, W-A transition; s, W-S transition.

Table 4 Comparison of property corrected flow regime maps

Flow
Regime

Number of
Points

Mandhane
Correct~%!

Taitel & Dukler
Correct~%!

Corrected
Mandhane

Correct~%!

Corrected
Taitel & Dukler

Correct~%!

A 24 54.2 66.7 95.8 66.7
M 11 100.0 90.9 100.0 100.0
S 60 100.0 100.0 100.0 75.0
W 9 33.3 33.3 100.0 0.0
P 35 82.9 82.9 100.0 94.3

BTS 38 2.6 15.8 60.5 10.5
P-S 34 0.0 0.0 29.4 0.0

P-ST-W 12 16.7 0.0 25.0 0.0
S-D 12 8.3 16.7 8.3 0.0

W-BTS 2 0.0 0.0 100.0 0.0
W-S 3 0.0 0.0 100.0 0.0
W-A 2 0.0 100.0 0.0 0.0
Total 242 50.4 53.3 74.6 45.0
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Y51.78R20.078

«5~«1
231«2

23!21/3. (10)

In the beta model, the valueK2 was defined by Olujic@16# to be

K251.2F ~718n!~7115n!

~719n!~7116n!G (11)

n5S 0.671

b D @11~110.907b!1/2#. (12)

In the beta region, the model underpredicted the data by an
average of 45%~Fig. 20!. In the alpha region, the model produced
relatively good results for pressure drops below 25000 N/m2/m
~Fig. 21!. Above this value, the alpha region model greatly over-
predicted the pressure drop, with all overpredicted points repre-
senting data in the blow through slug, annular, or mist flow re-
gimes. It was determined that some flow regimes contained points
falling in both the alpha and beta regions, suggesting that the
model was not correctly identifying the specific flow regimes.
Therefore, it is speculated that the criteria used to select the flow

Fig. 13 Comparison with the homogeneous model. l, data;—,
yÄ0.5915Ã.

Fig. 14 Comparison of mist and annular flow data with homo-
geneous model

Fig. 15 Comparison with the Martinelli model. l, data;—, y
Ä0.05279Ã.

Fig. 16 Comparison of slug building zone data with Martinelli
model

Fig. 17 Corrected Martinelli model. l, data; ------, ¿ÕÀ30%;
, ¿ÕÀ15%.

Fig. 18 Comparison with the Chisolm model. l, data;—, y
Ä0.5684Ã.
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region model is not accurately separating the data by flow re-
gimes. The Olujic model is, however, an useful example of a
pressure drop model based on flow regimes.

In order to evaluate the different pressure drop models, the root
mean square error of each model was computed and compared
against the other models~Table 5!. For each flow regime, the
model that best predicts the pressure drop has been highlighted.
The foam slug and slug-dispersed regimes are predicted to the
same accuracy by the homogeneous and Martinelli models, while
the plug flow regime is predicted with almost the same accuracy
by the Chisholm and Martinelli models. Of the 16 flow regimes,

the Chisholm model most accurately predicts ten. These include
the intermittent~plug and slug! flow regimes, as well as the high-
speed air flow rate~annular, mist, and blow through slug! flow
regimes. All regimes associated with high oil flow rates, including
foam slug, dispersed flow, and the slug-dispersed transition, are
well predicted by the Martinelli model. The homogeneous model
also predicted the foam slug and slug-dispersed transition well.

Concluding Remarks
Void fraction, flow regime, and pressure drop measurements for

air-oil two-phase flow in a half-inch diameter horizontal pipe have
been obtained. The instantaneous void fraction signal can be used
to effectively identify the flow regime. The probability distribu-
tion function~PDF! of the void fraction signal is particularly use-
ful, which shows very distinct distributions for the different re-
gimes. The current flow regime data, collected from visual
observations, were compared with the flow maps of Mandhane
et al. @9#, Taitel and Dukler@10#, and Spedding and Nguyen@11#.
While the current flow regime data exhibit the same trends of
these flow maps, there are significant differences in the transition
boundaries. For example, slug flow occurs over a narrower range
of gas and liquid superficial velocities than that predicted by the
maps. Overall, the Taitel and Dukler air-water map was found to
predict the flow regimes most accurately. Correcting the transition
boundaries of the Mandhane et al.@9# and Taitel and Dukler@10#
maps for air-oil properties improved the prediction accuracy of the
former to 75%. Due to the influence of the viscosity of the oil
being used, the corrected Taitel and Dukler@10# map was found to
have decreased prediction accuracy. The corrected Mandhane
et al. @9# map is therefore recommended. The pressure drop data
was compared against several existing empirical models, includ-
ing the homogeneous model, the separated flow models of Marti-
nelli and Chisholm, and the Olujic model. Though some of the
models performed better for certain flow regimes, none of the
models were found to give accurate results over the entire range
of flow regimes. Overall, the Martinelli and Chisholm models
predicted with the lowest error~40% and 35%, respectfully! and
are therefore recommended as a starting point in developing a
more accurate prediction model based on flow regimes.
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Nomenclature

C 5 capacitance~pF!
d 5 tube inner diameter~m!

dP/dZ 5 pressure gradient (N/m2/m)

Fig. 19 Comparison with Chisolm model

Fig. 20 Comparison with the Olujic model „beta region …. l,
alpha region data;—, yÄ0.6432Ã.

Fig. 21 Comparison with the Olujic model „alpha region …. l,
beta region data;—, yÄ0.5464Ã.

Table 5 Pressure drop percentage root mean square error

Flow
Regime Homogeneous Chisholm Martinelli Olujic

A 42 38 56 78
BTS 52 40 52 53
M 42 39 57 311
FS 44 45 44 49
P 65 26 27 84

P-S 64 29 36 67
P-ST-W 74 49 31 87

S 60 33 43 59
SBZ 70 9 35 72
S-D 43 45 43 47
W 59 76 35 72

W-A 60 84 49 62
W-BTS 59 19 47 65

W-S 80 8 45 84
Total 55 35 40 79
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f 5 friction factor
g 5 gravity (m/s2)
G 5 mass flux (kg/m2.s)
j 5 superficial velocity~m/s!

K2 5 Martinelli and Chawla variable
M 5 Mandhane correction variable
n 5 Olujic variable
R 5 density ratio

Re 5 Reynolds number
x 5 quality

X8 5 Mandhane plotting parameter
Y8 5 Mandhane plotting parameter

Subscripts

air 5 air properties
F 5 friction
g 5 gas phase
i 5 phase
l 5 liquid phase

oil 5 oil properties

Greek

r 5 density (kg/m3)
s 5 surface tension~N/m!
m 5 viscosity ~Pa.s!
a 5 void fraction
b 5 volume flow rate ratio
u 5 viscosity ratio
« 5 Olujic variable

Go 5 Olujic variable

Defined Flow Regimes

A 5 annular
BTS 5 S to A transition

D 5 dispersed
FS 5 foam slug
M 5 mist
P 5 plug
S 5 slug

SBZ 5 slug building zone

ST 5 stratified
W 5 wavy
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Fuel System Suitability
Considerations for Industrial
Gas Turbines
Industrial Gas Turbines allow operation with a wide variety of gaseous and liquid fuels.
To determine the suitability for operation with a gas fuel system, various physical param-
eters of the proposed fuel need to be determined: heating value, dew point, Joule-
Thompson coefficient, Wobbe Index, and others. This paper describes an approach to
provide a consistent treatment for determining the above physical properties. Special
focus is given to the problem of determining the dew point of the potential fuel gas at
various pressure levels. A dew point calculation using appropriate equations of state is
described, and results are presented. In particular the treatment of heavier hydrocarbons,
and water is addressed and recommendations about the necessary data input are made.
Since any fuel gas system causes pressure drops in the fuel gas, the temperature reduction
due to the Joule-Thompson effect has to be considered and quantified. Suggestions about
how to approach fuel suitability questions during the project development and construc-
tion phase, as well as in operation are made.@DOI: 10.1115/1.1619424#

Introduction
The quality and composition of fuel burned in a gas turbine

impacts the life of the turbine, particularly its combustion system
and turbine section. The fuel specified for a given application is
usually based on availability and price. Natural gas is a typical
fuel of choice for gas turbines due to its low cost, widespread
availability and low resulting emissions. However, the composi-
tion of fuel gas can widely vary, from gas with significant
amounts of heavier hydrocarbons1 ~butane and heavier!, to pipe-
line quality gas consisting mostly of methane, to fuel gas with
significant amounts of dilutants~such as nitrogen, or carbon diox-
ide!.

The unique situation at each site requires a thorough evaluation
of the delivery system. Issues include the choice of fuel, fuel gas
sources, transmission, handling, storage, conditioning, seasonal
variations, mixing, turbine package location, fuel supply line con-
figuration, fuel system component selection, combustion process,
and turbine life. It is important to review them as a whole in
determining appropriate equipment configurations and reasonable
protection schemes.

Gas Fuels
Gaseous fuels can vary from poor quality wellhead gas to high

quality consumer or ‘‘pipeline’’ gas. Typically, the major sources
of contaminants within these fuels are:

• solids
• water
• heavy gases present as liquids
• oils typical of compressor oils
• hydrogen sulfide (H2S)
• hydrogen (H2)
• carbon monoxide~CO!
• carbon dioxide (CO2)
• siloxanes

Other factors that will affect turbine or combustion system life
and performance include lower heating value~LHV !, specific
gravity ~SG!, fuel temperature, and ambient temperature. Some of
these issues may co-exist and be interrelated. For instance, water,
heavy gases present as liquids, and leakage of machinery lubricat-
ing oils, may be a problem for turbine operators at the end of a
distribution or branch line, or at a low point in a fuel supply line.

Water in the gas may combine with other small molecules to
produce a hydrate—a solid with an ice-like appearance. Hydrate
production is influenced, in turn, by gas composition, gas tem-
perature, gas pressure, and pressure drops in the gas fuel system.
Liquid water in the presence of H2S or CO2 will form acids that
can attack fuel supply lines and components. Free water can also
cause turbine flameouts or operating instability if ingested in the
combustor or fuel control components.

Heavy hydrocarbon gases present as liquids provide many
times the heating value per unit volume than they would as a gas.
Since turbine fuel systems meter the fuel based on the fuel being
a gas, this creates a safety problem, especially during the engine
startup sequence when the supply line to the turbine still may be
cold. Hydrocarbon liquids can cause:

• turbine overfueling, which can cause an explosion or severe
turbine damage,

• fuel control stability problems, because the system gain will
vary as liquid slugs or droplets move through the control
system,

• combustor hot streaks and subsequent engine hot section
damage,

• overfueling the bottom section of the combustor when liquids
gravitate towards the bottom of the manifold, and

• internal injector blockage over time, when trapped liquids
pyrolyze in the hot gas passages.

With a known gas composition, it is possible to predict dew
point temperatures for water and hydrocarbons. However, the pre-
diction methods for dew points may not always be accurate. In
fact, it is known that different equations of state will yield differ-
ent calculated dew points under otherwise identical conditions.
Furthermore, the temperature in an unheated fuel line will drop,
because the pressure drop due to valves and orifices in the fuel
line causes a temperature drop in the gas~Fig. 1!. This effect is
known as the Joule-Thompson effect. Most fuel gases~except
hydrogen! will exhibit a reduction in temperature during an adia-

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The Neth-
erlands, June 3–6, 2002; Paper No. 2002-GT-30592. Manuscript received by IGTI,
Dec. 2001, final revision, Mar. 2002. Associate Editor: E. Benvenuti.

1Hydrocarbons in fuel gas are usually alkanes, with the summary chemical for-
mula CnH2n12 .
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batic pressure drop. Hydrogen, on the other hand, actually shows
an increased temperature when the pressure drops, which is a
potential explosion hazard.

Protection against heavy gases and water present as liquids can
be achieved by heating the fuel downstream of knockout drums
and coalescing filters~Fig. 2!. The idea is to have a saturated gas
at the exit of the knockout drum and filters and then raise the
temperature to the necessary superheat to prevent subsequent liq-
uid dropout. The system shown in Fig. 2 is typical for fuel sys-
tems on oil or gas platforms, where the gas produced is usually
wet. For dry gas of well known composition, such as from gas
plants or for pipeline applications, a less complex system may be
feasible.

Figure 1 illustrates the necessity for a superheat of about 50°F
~28 K! over the dew point to ensure that no liquid dropout appears
in the fuel system components downstream of the heater. A super-
heating requirement of 50°F~28 K! is currently acknowledged as
a tacit industry standard,@1#.

A gas analysis alone may not be entirely sufficient for the de-
tection of heavy hydrocarbons, because it may only include the
gases, but not the liquids in the stream. Also, it is common prac-
tice to lump all hydrocarbons from hexane and heavier into one
number. While this is perfectly acceptable for the calculation of
the lower heating value as long as the hexane and heavier hydro-
carbons constitute a minute fraction of the gas, it will lead to a
wrong estimate of the dew point. C14H30, even in parts-per-
million amounts has a significant impact on the dew point of the
gas mixture, as we will show later. Certainly a gas analysis has to
be used in the project stage to allow for equipment sizing. Also,
fuel systems usually limit the gas supply temperature due to tem-
perature limits of its components. If the necessary superheat tem-
perature exceeds the fuel system temperature limits, additional gas
treatment may be necessary.

Lower heating value, specific gravity, fuel temperature, and am-
bient temperature are important parameters since they influence
the energy of the fuel flowing in the system. From the lower

Fig. 1 Schematic of a gas fuel system, showing the pressure drop in various devices.
If the gas is not superheated sufficiently, its temperature will eventually fall below the
dew point temperature.

Fig. 2 Schematic of typical oil or gas platform fuel conditioning system
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heating value~LHV ! in Btu/scf @kJ/Nm3# and the specific gravity
~SG!, the Wobbe Index~WI! of the gas can be calculated:

WI5
LHV

ASG
. (1)

Because the fuel supply temperatureTf has an impact on the
actual volumetric fuel flow, a temperature corrected Wobbe Index
is often used, where the reference temperatureTref is usually
520°R or 288 K:

WI5
LHV

ASG
•ATref

Tf

. (2)

If two different fuel gas compositions have the same Wobbe
Index, the pressure drop in a given fuel system will be the same
for both gases. The Wobbe Index is thus an indication of energy
flow in the system at the same gas pressures and pressure drops.

A standard fuel system may for example be designed for a
Wobbe Index of 1220610% Btu/scf~48,031610% kJ/Nm3! based
on the LHV of the fuel. Different gas compositions can yield the
same Wobbe Index, but they may have widely different hydrocar-
bon dew points. Minimum engine flameout fuel flows will also
vary if the fuel contains high percentages of noncombustible
gases. High fuel gas or ambient temperatures can cause problems
if the temperature capability of elastomeric seals, electrical de-
vices or other system components are exceeded. Low fuel gas or
ambient temperatures can cause water or heavy hydrocarbon con-
densation.

Protection against these factors includes analyzing the varia-
tions in the fuel composition, fuel temperature, and ambient tem-
perature so that the required modifications to the fuel treatment
system and turbine fuel system can be made. A turbine expected to
operate with gaseous fuels exhibiting a wide Wobbe Index range
will need to be configured differently than one that will only op-
erate with a small variance in Wobbe Index. The fuel supply con-
tract should include the allowable variations in composition and
temperature. The probability of upset conditions needs to be
evaluated and fuel treatment systems and turbine fuel systems
need to be designed for the upset conditions. Gas fuel supply and
package lines may need to be heat traced to keep the gas fuel
supply above the gas dew point during periods when the engine is
not operating. Low point drains are also recommended if liquids
may be present in the gas fuel. This precludes burying the gas fuel
supply lines underground when liquids may be present.

Equation of State
To develop a streamlined method to model the fuel system

based on local pressures and temperatures in the system, various
equations of state~EOS! were examined, and the preferred EOS
methodology was developed for use in the model.

The dew point temperature of a gas is the temperature at a
given pressure at which the first drop of liquid forms in equilib-
rium with the gas. The basis for performing a dew point calcula-
tion is the understanding that it is an equilibrium state. The fun-
damental thermodynamic relation for phase equilibria, such as the
dew point, is that the fugacity of each component in the vapor
phase is equal to the fugacity of the same component in the liquid
phase. This arises because the fugacity is a measure of the ‘‘es-
caping tendency’’ for a component to leave its phase. Thus, when
a component’s fugacity is the same in two or more homogeneous
phases in contact, there will be no net mass transfer, i.e., equilib-
rium. In equation form forC components in a vapor-liquid sys-
tem, this is

f i
V~T,P,y!5 f i

L~T,P,x! (3a)

where

f i
V~T,P,y!5yi Pf i~T,P,y! (3b)

and

f i
L~T,P,x!5xi Pf i~T,P,x!. (3c)

The fugacity coefficient (f i) is calculated from the desired
equation of state. The full equation is given in Appendix A, where
the equation of state used in this project is discussed.

The other criterion to be met is that in the final solution, the
liquid phase mole fractions must sum to one.

(
i

C

xi51. (4)

There areC unknowns~T andC21 values ofx! andC equa-
tions. Therefore, the system can be solved, but an iterative method
will be needed. The chosen method includes a nested loop. The
inner loop uses successive substitution to convergex towards sta-
bility. Once this is done, Newton’s method is used to moveT a
step towards the solution, after which newx are calculated. This is
repeated until the second criterion has been satisfied.

Before the calculations can be started initial guesses must be
made ofT and x. The user is only required to guessT, though,
sincex can be calculated from estimatedK-values. TheK-values
are predicted from the equation:

Ki5S Pci

P DexpS 1

T
2

1

TBi

1

Tci
2

1

TBi

D (5)

where

Ki5
yi

xi
. (6)

With the guessed temperature and the estimated liquid phase
mole fractions, the fugacity of both phases can be calculated. New
liquid phase mole fractions are calculated from the ratio of the
fugacity coefficients.

xi5yi

f i
V

f i
L

(7)

If this is the first time through, the temperature is changed by a
small amount,dt, and the fugacities and newxi are recalculated.
If not, and the difference of the new( xi and the( xi of the
previous run is greater than epsilon, the fugacities are recalculated
and a newxi got from that. If the difference of the two( xi is
within epsilon, then the next check is to see if the second criterion
is met. If so, the calculation is done. Otherwise, a new tempera-
ture must be calculated from the difference of the( xi divided by
dt. The process is then repeated from Eq.~5!.

A temperature and set ofxi that meet these criteria are assumed
to be a solution to the dew point problem. However, this method
can converge to a trivial solution. A trivial solution is when the
vapor and liquid phase are calculated to have the same composi-
tion and compressibility factor.

y5x (8)

and

ZV5ZL (9)

If this occurs, the calculation has to be repeated with different
initial guesses. For more on compressibility, please refer to Ap-
pendix A.

If water is present in the gas, then the problem becomes more
complex. Though the systems of interest are mostly alkanes and,
in some cases, nonpolar inorganic gases, an aqueous phase may be
formed at a higherT than the organic phase. The aqueous phase
fugacity expression is assumed to be
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f w
V~T,P,y!5Pw

sat~T!. (10)

Since this is a one equation, one unknown system, it can be
solved with an approximate method such as Newton-Raphson
scheme. The dew point calculated is not necessarily the correct
one, since it is possible for the organic phase to drop out first. The
preferred method is to calculate both the dew point where the
organic phase drops out first and the dew point where the aqueous
phase drops out first, and then to choose whicheverT is larger.

The Joule-Thomson effect is the temperature change that ac-
companies a pressure change under constant-enthalpy conditions.
This effect is for example associated with a temperature drop
across an isenthalpic throttling valve. The effect can be calculated
by integrating the Joule-Thomson coefficient, which is

S ]T

]PD
H

5

2VS 12TS ]V

]T D
P
D

Cp
. (11)

Since the cubic equations of state are written in terms ofP, this
equation cannot be solved directly but instead is rearranged to

S ]T

]PD
H

5

2VS 11TS ]P

]T D
v
S ]V

]PD
T
D

Cp
(12)

for a direct solution.
The partial derivatives are derived from the desired equation of

state. The heat capacity is calculated from

Cp5Cp
IG1~Cp2Cv!1~Cv2Cv

IG!2R (13)

where

Cp2Cv5

2TS ]P

]T D
V

2

S ]P

]VD
T

(14)

and

Cv2CV
IG5 ÈVS ]2P

]T2D
V

dV (15)

and

Cp
IG5(

1

C

yiCpi
IG~T!. (16)

There are many different formulas forCpi
IG(T); most chemistry

reference books will have one. Most of the formulas are fourth or
fifth-order polynomials with respect to temperature and with
component-dependent coefficients. When all terms are substituted
in, Eq. ~12! becomes a rather complicated ordinary differential
equation, which cannot be solved by analytical methods. There-
fore, a fourth-order Runge-Kutta numerical method is used.

The procedure described above was validated against various
cases found in the literature~Voulgaris @2# and Joffrion and Eu-
bank@3#! as well as against commercially available codes~Hypro-
tech@4#!. Calculated dew lines as a function of pressure and tem-
perature for a mixture of methane and water vapor are shown in
Fig. 3. The results show a good correlation between the commer-
cial code, the present code and the experimental data.

Application of the Model
The procedures described in this paper are applied to avoid

liquid dropout in gas turbine fuel systems. Many gas turbine in-
stallations operate with very simple fuel supply systems, espe-
cially if the fuel composition and supply temperature and pressure
are constant. If the fuel analysis determines that there will not be
any liquid dropout under any operating condition with sufficient
superheat margin, the system as outlined in Fig. 4 should be suf-
ficient. In applications where the fuel quality is subject to signifi-
cant change, or where a sufficient margin of superheat cannot be
ensured, a fuel system as outlined in Fig. 2 is more appropriate.

In such a fuel system with a separator and subsequent heater,
the fuel will leave the separator in a saturated state~either satu-
rated with water or heavy hydrocarbons!. The temperature in-
crease in the heater is thus equal to the amount of superheat of the
gas. On a side note, for a given required amount of superheating,
the required heat input of the heaterPH is approximately

Fig. 3 Comparison of a experimental data, a commercial code, and the presented code
„dpcalc … for the dewpoint calculation of a binary methane-water system. Experimental data
from Joffrion and Eubank †3‡.
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PH5W•cp•DT. (17)

To determine whether the system will be capable of avoiding
liquid drop out, the enthalpy of the fuel gas has to be calculated at
the skid edge. Knowing the gas composition, the gas pressure, and
the gas temperature at skid edge allows to calculate the enthalpy
of the gas. The pressure in the combustor depends on the engine
load ~Fig. 5!. The exact slope of combustor pressure versus load
depends on the design of the engine; in particular whether it is a
single or two-shaft engine, and the type of engine controls used.
We further assume that the velocities in the fuel system stay low
~i.e., there is no significant difference between the static and the
total enthalpy!. The necessary condition to avoid liquid drop out
in an adiabatic fuel system is, that for all pressure levels that may
occur in this fuel system, the enthalpy of the vapor at the dew
point is lower than the enthalpy of the gas at the skid edge~Fig.
6!2. It is noteworthy that the dew point in Fig. 6 is mostly driven
by the water contained in the gas.

This approach does obviously not account for the effect of high
velocities in the fuel system, as they can occur in partially closed
valves. These high velocities can lead to a significant drop in the
enthalpy~by w2/2!, and can easily cause a situation where liquids
drop out. However, this situation is not as critical as it looks at the
first glance. First, the velocities will drop again after the valve.
The static enthalpy will therefore increase, so even if droplets may
have formed, they will evaporate again. Secondly, it is known
~Gyarmathy@5#! that in situations with rapidly accelerated gas
there is a time lag between the condition where the state of the gas
would indicate liquid droplets and the actual formation of drop-
lets. This effect is frequently experienced in steam turbines,

where, during the rapid acceleration of the steam in the nozzles,
steam can be substantially supercooled without forming liquids.

Under quasi-stationary conditions, we can easily describe the
change of states from skid edge to the exit of the fuel injector into
the combustor. The conditions at skid edge are known, and the
pressure at the injector exit can be either approximated by the
engine compressor exit pressure or the actual combustor pressure.
The path in a Mollier diagram is shown in Fig. 6. The dewline,
which is typical for hydrocarbon fuel gas, shows a distinct maxi-
mum dH/dp50 at a pressure of 2930 kPa. The shape of the dew
line thus suggests, that the highest chance of liquid dropout occurs
not necessarily at the lowest pressure in the system. The example
in Appendix B outlines a situation, where the liquid dropout
would become likely at part load operation of the engine.

In evaluating these fuel systems, one must take into account
that the highest pressure drops in the fuel system may not occur at
full load, but rather during the starting of the engine, when the
combustor pressure is lowest~Fig. 5!. In other words, the system
has to be evaluated for the highest pressure that the gas can have
at skid edge, and the combustor pressure at light-off conditions, as
well as for any load condition between idle and full load.

Additionally, unless the fuel lines are heat traced, they may be
colder than the fuel especially during start up. Therefore, a sig-
nificant safety margin between the dew point temperature, and the
lowest possible fuel temperature is necessary.

Necessary Information
To conduct a successful determination of the fuel system capa-

bility, the fuel gas composition, possible contaminants, the fuel
supply pressure and temperature need to be known. As part of this
study, it became obvious that the dewpoint of a hydrocarbon gas
mixture is highly dependent on the heavier hydrocarbons. The
common practice to report hydrocarbons individually only up to
pentane, and lump all heavier hydrocarbons into one C61 number
may yield sufficient information about the lower heating value
and the Wobbe Index of the fuel. It will not yield an accurate dew
point, however. In Fig. 7, a typical situation is evaluated: A fuel
gas composition has 0.71% of its constituents lumped together as
C61. Then, dewpoints are calculated assuming these constituents
are either all hexane, all octane or all undecane. As Fig. 7 shows,
even small amounts of heavier hydrocarbons have a significant
effect on the dewpoint of the gas mixture. Campbell@6# suggests
therefore to determine the individual constituents of the gas com-
position up to C14.

2The Joule-Thompson effect manifests itself in the fact, that for the condition of a
pressure drop at constant enthalpy, the temperature of the gas will change. For an
ideal gas in the same situation, temperature and enthalpy would remain constant.

Fig. 5 Engine compressor discharge pressure „PCD… as a
function of engine load

Fig. 4 Schematic of gas pipeline fuel delivery system with gas
at greater than minimum superheat Fig. 6 Enthalpy of the dewpoint must always be below the

entahlpy of the fuel gas at inlet conditions. Gas composition is:
methane 75.4%, ethane 13.8%, propane 5.25%, I-butane .86%,
n-butane 1.12%, I-pentane 0.63%, n-hexane 0.21%, n-heptane
0.08%, n-octane .03%, n-nonane 0.01%, nitrogen 0.5%, carbon
dioxide 1.86%, water 0.23%.
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Arguably, the practice to remove all liquids in a separator, and
then to heat the gas portion by, say 50°F~28 K!, will insure that
the gas supplied to the gas turbine will indeed be superheated by
50°F~28 K!. However, a proper sizing of the heater is not possible
without knowing~at least approximately!, the required end tem-
perature. Also, fuel system components usually have maximum
allowable temperatures. Without prior knowledge of the necessary
gas temperature, the fuel system temperature limits may not allow
the necessary superheat.

It must be noted that all the prior statements assume an adia-
batic fuel system. Heat loss in the fuel system will occur, how-
ever, if the system is not insulated and the surrounding tempera-
ture is significantly lower than the fuel supply temperature. In
particular during startup at low ambient temperatures, when the
fuel system is still cold liquids can form. A system without heat
tracing needs to be evaluated assuming the lowest surrounding
temperature. However, standard heat transfer methods allow to
approximate the heat loss of a fuel system under arbitrary sur-
rounding conditions, and using the first law of thermodynamics, to
calculate the fuel gas enthalpy at any point of the fuel system. As
described above, this enthalpy has to be higher than the enthalpy
of the vapor at the dew point.

Conclusion
An approach to determine the compatibility of a fuel system

and the desired fuel gas has been presented. The key points re-
garding fuel gas system suitability are

• the influence of the Wobbe Index,
• the proper treatment of the Joule-Thompson cooling,
• the use of equations of state to calculate the enthalpy-

pressure-temperature relationships and the dew point, and
• the importance of accounting for heavy hydrocarbons in a fuel

analysis.
Applying the thoughts outlined in this paper will help to avoid

problems with fuel systems on gas turbine packages.
A procedure is developed to model the fuel system in detail to

determine fuel superheat and clean-up requirements, in order to
enhance the reliability of operation.

Nomenclature

a(T,x) 5 cubic EoS attraction term
b(x) 5 cubic EoS covolume term

C 5 total number of components
cp 5 heat capacity at constant pressure

Cp
IG

5 constant pressure ideal gas heat capacity
Cpi

IG
5 constant pressure ideal gas heat capacity of com-

ponentI
cv 5 heat capacity at constant volume

CV
IG

5 constant volume ideal gas heat capacity
f i

L
5 fugacity of componenti in liquid phase

f i
V

5 fugacity of componenti in vapor phase
f w

V
5 vapor phase fugacity of water

H 5 enthalpy
ki j 5 Peng Robinson binary interaction parameter
Ki 5 ratio of vapor-phase mol fraction to liquid-phase

mol fraction
LHV 5 lower heating value

Ni 5 number of moles of speciesi
N 5 total number of moles
p 5 pressure

Pci 5 critical pressure of componenti
Pw

sat 5 saturated vapor pressure of water
Pi

sat 5 saturated vapor pressure of componenti
PH 5 heating power

R 5 universal gas constant
SG 5 specific gravity

T 5 temperature
TBi 5 boiling temperature of componenti
Tci 5 critical temperature of componentI

V 5 molar volume
w 5 flow velocity
W 5 mass flow

WI 5 Wobbe Index
xi 5 mole fraction of componenti in liquid phase
X 5 all liquid mol fractions

Fig. 7 Dewline for different gas mixtures in a pressure „bar …-temperature „K…

diagram. Gas composition is: methane 73.8%, ethane 8.2%, propane 3.23%,
I-butane .28%, n-butane 0.78%, I-pentane 0.24%, n-pentane 0.18%, n-hexane
0.18%, Cxx 0.71%, nitrogen 0.93%, carbon dioxide 11.68%. Cxx represents
either hexane „C6…, octane „C8…, or decane „C10…. Despite the fact that Cxx
represents only 0.71% of the gas, it has a significant impact on the dew point.
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yi 5 mole fraction of componenti in vapor phase
Y 5 all vapor mol fractions

ZV 5 vapor phase compressibility factor
ZL 5 liquid phase compressibility factor
v 5 accentric factor

f i
L 5 fugacity coefficient of componenti in liquid phase

f i
V 5 fugacity coefficient of componenti in vapor phase

Appendix A

Equation of State Used in This Study. The generalized form
for a cubic equation of state is

P5
RT

V2b
2

~V2h!u

~V2b!~V21dV1«!
. (18a)

The main equation of state used in this project was the Peng-
Robinson@7# equation of state where

u5a~T,x!; h5b~x!; d52b~x!; d50. (18b)

The full equation is

P~T,V,x!5
RT

V1b~x!
1

a~T,x!

V212Vb~x!2~b~x!!2
. (19)

a(T,x) and b(x) are calculated using a mixing rule. The one
used for this paper is the Van Der Waals one-fluid mixing rule,
where

a~T,x!5(
i 51

C

(
j 51

C

xixjai j ~T! (20)

ai j ~T!5Aai~T!aj~T!~12ki j ! (21)

ai~T!50.45724
R2Tci

2

Pci
a i~T! (22)

a i~T!5S 11k i S 12A T

Tci
D D 2

(23)

k i50.3746411.54226v i20.26992v i
2 (24)

and

b~x!5(
1

C

bi (25)

bi50.07780
RTci

Pci
. (26)

ki j is the binary interaction parameter between speciesi and j
for the Peng-Robinson@7# equation of state only. These can be
derived by performing a fitting to experimental data or can simply
be looked up.

The Peng-Robinson@7# equation falls in the category of cubic
equations of state since it is cubic with respect to volume and
compressibility. Using the equation for compressibility factor,

Z5
PV

RT
, (27)

the volume term can be substituted for and the equation itself
rearranged to give

Z31~B21!Z21~A23B222B!Z1~B21B32AB!50
(28)

where

A5
a~T,x!P

R2T2
and B5

b~x!P

RT
. (29)

Cubic equations can be solved analytically using Cardano’s
method. A given cubic will have either one or three real roots. If
there are three roots, the largest represents theZV, the smallest
represents theZL, and the middle root is of no consequence. If
there is only one root, it may be either liquid or vapor phase.

The fugacity coefficient of a component in a mixture in the
vapor phase is found using the equation

ln f i
V~T,P,y!5

1

RTEV5`

V5ZVRT/PFRT

V
2NS ]P

]Ni
D

T,V,Nj Þ i

GdV

2 ln ZV. (30)

A similar equation is found for the liquid phase fugacity coef-
ficient.

ln f i
L~T,P,x!5

1

RTEV5`

V5ZLRT/PFRT

V
2NS ]P

]Ni
D

T,V,Nj Þ i

GdV

2 ln ZL. (31)

When these are evaluated, the equation for the vapor phase
fugacity coefficient of a component in a mixture is

ln f i
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bP
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2
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The liquid-phase coefficient is

ln f i
L~T,P,x!5

bi

b
~ZL21!2 lnS ZL2

bP

RTD2
a

2A2bRT

3S 2( j xjai j

a
2

bi
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bP

RT
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Fig. 8 Dewpoint enthalpy for gas fuel and process path for
adiabatic expansion starting with different degrees of super-
heat. Fuel gas composition is: methane 83%, ethane 8%, pro-
pane 3%, I-butane 0.3%, n-butane 0.8%, I-pentane 0.3%,
n-pentane 0.3% n-hexane 0.4%, n-heptane 0.2%, n-octane
0.08%, n-nonane 0.02%, n-decane 0.01%, nitrogen 1.9%, carbon
dioxide 1.69%.
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Appendix B

Sample Calculation for Dew Point in a Fuel System. The
following example shows the considerations for a given, typical
gas fuel composition.

The fuel supply pressure is 510 psia~kPaa!. In Fig. 8, the dew
point as a function of pressure is calculated. The combustor pres-
sure may vary between 300 psia~2070 kPaa! at full load and 100
psia ~690 kPaa! at idle. Based on three different levels of super-
heat~1K, 7K, 28K!, the expansion of the gas in the fuel system is
traced. It can be seen that little or no superheat will cause liquid
dropout at the pressures, where the process path fall below the
dew line. At 7K superheat, no liquid dropout is expected. How-
ever, the ‘‘safety margin’’ is fairly small. Considering reality of
changing fuel compositions, the usual uncertainty in calculating
the dewpoint, the 28 K superheated gas will provide adequate
safety.
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Stress Redistribution for
Increased Creep Life in the GE
MS6001 B Second-Stage Blade
When a hot end blade for a gas turbine is designed, several failure criteria must be
considered to insure reliability. The criteria include (but are not limited to) creep rupture,
low-cycle fatigue, high-cycle fatigue, and creep deflection. This paper will focus on the
second-stage turbine blade for the GE MS6001 industrial gas turbine. BP Amoco has
experienced failure of this blade due to excessive creep deflection. Creep deflection rate is
a function of stress level and metal temperature. A typical approach to reducing creep
deflection is to reduce the bulk temperature in the blade. In this paper a design is re-
viewed that has had the stress redistributed, so that the high-temperature regions of the
airfoil are at a lower stress level, thereby reducing the creep rate to an acceptable level.
@DOI: 10.1115/1.1498271#

Introduction

The GE MS6001B has had several second-stage turbine blade
designs. The first design was made of equiaxed Inco 738LC alloy
and was cooled with four smooth STEM~shaped tube electro-
chemical machining! drilled radial cooling holes. The next itera-
tion was the same as the original, except that the Z-lock interface
on the shroud was modified to prevent binding and additional
material was added to the fillet radius at the shroud to airfoil
interface~this iteration is called the original design in this paper!.
A more recent design being supplied by the OEM~original equip-
ment manufacturer! is similar to the previous design, except it
now has seven radial cooling holes, two smooth and five turbu-
lated between 40% and 70% of the radial span. The trailing edge
region has been thickened and it is assumed that this was done to
reduce the stress in this region and to allow adequate stock for the
two trailing edge cooling holes that were added.

BP Amoco’s Texas City, TX refinery has had both of the four-
hole designs installed in their Frame 6 gas turbine, operating on
base load at a firing temperature of up to 1104°C. The first design
performed adequately, with an operating life exceeding 50,000
fired hours without any failures. With the next iteration, the unit
experienced a failure in the second stage in 1995 at 49,000 hours.
The authors are not aware of any failures with the current OEM
design.

The failure of the original design can be attributed to tip creep
deflection, which caused the Z-shrouds to ‘‘shingle’’ at the inter-
face until the deflection was so great that the contact was lost. The
‘‘shingling’’ is due to a higher creep rate in the leading and trailing
edges of the airfoil near the radial pitchline which causes the
airfoil to lean toward the suction side. Because of the thin, twisted
shape of this airfoil, it is impossible to put cooling holes closer to
these regions and so they are essentially uncooled. The design
relies on the cooler middle section of the airfoil~near the cooling
holes! to carry the centrifugal load. Creep is a function of tem-
perature and stress. The temperature cannot be reduced in the high
creep regions so the life of this part will be increased by redistrib-
uting the stresses so that the stress is reduced in the high-
temperature leading and trailing edge and increased in the region

of the airfoil that is cooled. This results in a significant increase in
the life without a significant increase in cooling flow.

Stress Redistribution
The strategy for reducing the creep deflection in this stage was

to reduce stresses in regions of high temperature. This was accom-
plished by restacking of the airfoil. The direction of the centrifu-
gal forces in the blade due to the rotation of the rotor will be
radially outward from the centerline of the shaft. In restacking, the
center of gravity of each section of the airfoil is shifted so that a
favorable bending moment is imposed at the radial location of the
highest temperature. The redesigned blade used the same airfoil
sections used in the current OEM blade.

It was determined from the analysis of the original blade, that
the region of highest temperature was at the leading and trailing
edge of the airfoil at the pitchline. The blade stresses were mini-
mized in this region by an iterative process, using a parametric
three-dimensional finite element model. Since STEM drilled holes
must be straight, excessive twist or bow could not be tolerated. It
was found that the best solution was the combination of bowing
the airfoil tangentially toward the pressure~concave! side and
leaning the entire airfoil tangentially toward the suction~convex!
side. The stresses in the original four-hole design, the current
OEM seven-hole turbulated design and the restacked redesign
were evaluated and are compared in Figs. 1–3. The current OEM
design has a more uniform stress than either the original or the
restacked design. This design relies on the cooler mid span section
to hold back the hotter leading edge and trailing edge. From the
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restacking, the stresses in the hotter leading and trailing edges are
reduced, resulting in a lower creep rate, while the stresses in the
cooler mid span are higher, resulting in a higher creep rate. This
results in a more uniform creep rate across the airfoil which re-
duces the ‘‘shingling.’’

Heat Transfer Evaluation
In order to perform the heat transfer analysis of this stage, it

was necessary to evaluate the aerodynamic flow around the airfoil.
Detailed airfoil geometry data was acquired through reverse engi-

neering techniques; spares of the rotating parts were measured on
a stationary coordinate measuring machine~CMM! while the sta-
tionary parts were measured at the customer’s turbine installation,
with a portable CMM, during a planned maintenance outage.

Operating parameters, such as mass flow, compressor discharge
temperature and pressures, and wheelspace temperatures were
tabulated from the user’s operating database. Cooling flow and
exit temperature for the first-stage turbine blade was taken from a
previous analysis by Jaqueway et al.@1#. The cooling flow and
temperatures for the other stages was estimated. A two-
dimensional through-flow analysis was performed and stage tem-
peratures, pressures and flows were derived. The results of this
analysis were used for a rotor blade aerodynamic loading analysis
of the second stage blade to determine the Mach number distribu-
tion around the airfoil at five radial locations.

A program was written that calculates the external boundary
conditions around the airfoil. It uses the convection correlation for
a cylinder in crossflow at the leading edge and a turbulent flat-
plate correlation for the remainder of the airfoil using methods
presented by White@2#. The film coefficients were calculated at
various bulk temperatures for input into a finite element analysis
as a variable.

Three designs were evaluated, the original~four smooth holes!,
the current OEM~five turbulated, two smooth holes! and the
restacked redesign~six smooth holes!. Three-dimensional finite
element models of the blades were created, using thermal-fluid
pipe elements to model the heat transfer of the radial STEM
drilled cooling holes. For the current OEM blade evaluation, ad-
justments were made to the heat transfer calculations in the
thermal-fluid pipe element, using the methods of Webb et al.@3#
to account for the turbulation used in this design.

The internal and external convection rates will vary based on
the temperature of the surface of the airfoil and cooling hole as
well as the heat pickup and flow rate of the cooling air as it flows
through the cooling hole. For this reason, an iterative process is
required until the calculated temperatures are approximately equal
to the values that were used in the convection calculations. By
evaluating the external boundary conditions as a function of sur-
face temperature and providing a flow network that includes the
convection calculation in the finite element model the iterations
are handled by the FEA program. This greatly reduced the effort
required for each case.

The steady-state temperatures for the three designs are shown
in Figs. 4–6. It is clear from the figures that the original four-hole

Fig. 3 Pitchline stress comparison „MPa…

Fig. 2 Suction side stress comparison „MPa…

Fig. 4 Pressure side temperature comparison „°C…
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design runs much hotter than either the current OEM design or the
restacked redesign. It should be noted that although the current
OEM design runs 16°C cooler than the restacked redesign, the
trailing edge temperature is still quite high~it is a max of about
752°C for all three designs!. The flow rate for each design was
extracted as output from the flow network in the finite element
analysis model. If the original four-hole design is used as a base-
line, the current OEM design used 61% more cooling air while the
restacked redesign uses 51% more. Since the restacked design
requires less airflow than the current OEM design and it is as-
sumed that the OEM design has adequate backflow margin, there
was no attempt evaluate this for any of the three designs.

Creep Evaluation

Creep Rupture. The creep rupture life for each design was
determined from a Larson-Miller parameter curve presented by
Jaqueway et al.@1#. The life at the pitchline, which is assumed to
be the worst case, is much greater than 100,000 hours for all cases
~Table 1!. It is clear that this is not the limiting criterion in the life
of this blade.

Creep Deflection. The creep deflection was evaluated using
the same three-dimensional models that were used in the stress
evaluation. A user-defined subroutine was written that included
constitutive equations for creep strain that would be calculated

Fig. 6 Pitchline temperature comparison „°C…

Table 1 Creep rupture comparisons

Original Current OEM Restacked

Bulk Temperature (°C) 722 696 712
Net Section Stress~MPa! 169.5 170.5 170.4
Life ~hrs.! @100 K Hrs. @100 K Hrs. @100 K Hrs.

Table 2 Creep deflection summary at 48,000 hours

Original
Current
OEM Restacked

Shroud lifting ~mm! 2.54 1.12 0.813
Improvement 56% 68%

Maximum radial deflection~mm! 2.54 .820 0.973

Fig. 5 Suction side temperature comparison „°C…
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over time by the finite element program. The equations were de-
rived from relationships developed by Granacher and Preussler@4#
for IN738LC superalloy. Although there is some permanent strain
due to primary creep, the majority of the permanent strain is due
to secondary creep. In this evaluation only secondary creep is
considered.

A creep deflection analysis was performed on the three designs
considered. The blades were run at speed and temperature for a
period of 48,000 hours and then a final load step at zero speed and
room temperature was run to determine the permanent creep de-
flection ~Table 2!. To evaluate the shroud lifting, the permanent
deflection at each end of the Z-shroud was determined and the
difference between these deflections was calculated. The maxi-
mum radial deflection is also tabulated, since this would indicate
the amount that the radial clearances would be decreased. It
should be noted that the calculated shroud lifting value of 2.64
mm is within the scatter of reported actual shroud mismatch of
blades that have been in service for 48,000 hours.

The shroud lifting causes a mismatch in the contact area of
the Z-shroud~Fig. 7! that will eventually result in a loss of con-
tact. This will result in a change in the frequencies and response of
the blades and would potentially result in catastrophic failure of
the stage.

The standard time between hot gas path inspections is 24,000
hours. If, during an outage, it was determined that there would not
be adequate engagement by the time of the next outage, the blades
would need to be taken out of service. With the original design the
shrouds had a mismatch of approximately 2.5 mm when inspected
after 48,000 hours of service. Since the contact surface is approxi-
mately 3.8 mm, if the same rate of creep is assumed, there would
be almost no contact by the time the unit had run for 72,000
hours. Because of the risk of disengagement and the potential for
failure, the original design blades needed to be retired after 48,000
hours. If the same evaluation is done for the current OEM design
and the restacked redesign, both would last at least 72,000 hours
without risk of Z-shroud disengagement.

Operational Data
The first set of the new restacked redesign second stage blades

was installed in a unit at the BP Amoco refinery on April 12, 2000.
These blades went into service on April 19, 2000 and have been
running at base load ever since. The next planned inspection of
these blades is during a major overhaul, sometime in 2003. It is
expected that these blades will have over 24,000 operating hours
at that time.

Conclusion
Based upon the relative differences, the restacked redesign has

been analytically proven to meet the design life expectations of
the gas turbine user community. The Z-shroud mismatch has been
reduced by 68% while using approximately 7% less cooling air
than the current OEM design. It is felt that this blade is a viable
alternative to the OEM offering.
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Local/Global Effects of Mistuning
on the Forced Response of Bladed
Disks
The focus of the present investigation is on the assessment and modeling of the local
(spanning only a few blades) and global (encompassing the entire disk) effects of mistun-
ing on the forced response of bladed disks. To this end, the concept of localization is first
revisited and a new measure of this effect is introduced in terms of the number of blades
the mistuning of which actually affects the forced response of a central blade. Using this
new metric, it is demonstrated that high responding blades typically exhibit a high level of
localization and that the reverse is not necessarily true. Thus, localization is not only disk
dependent but also varies from blade-to-blade on the same disk. This observation is then
used to validate a partial mistuning approach to the determination of the maximum
amplitude of response over the entire population of disks. The results of this study indicate
that the largest amplification due to the mistuning occurs at very strong blade-to-blade
coupling levels, at the contrary of a general perception, but is associated with large
mistuning levels. Finally, the above phenomenological observations are used to devise a
modeling technique of both local and global components of mistuning. An example of
application is presented that demonstrates the high accuracy of this approach through the
entire blade-to-blade coupling domain.@DOI: 10.1115/1.1581898#

Introduction
The prediction of the effects of mistuning on the response of

bladed disks is a particularly challenging problem as clearly indi-
cated by the vast body of literature on this topic~see, for example,
Ref. @1–13#!. The difficulties in accomplishing this task stem from
two main factors:~i! the random nature of blade-to-blade varia-
tions in their structural properties, and~ii ! the fact that mistuning
corresponds to fluctuations in thesystemproperties, i.e., stiff-
nesses, masses, and damping factors.

The importance of this latter characteristic can be assessed by
noting that the equations of motion of a mistuned bladed disk
parallel those of parametrically excited systems, i.e., they re-
semble Mathieu and Hill’s equations~see@10,14#!, which are well
known to exhibit complex behavior. The inclusion of randomness
in the mistuning further adds to the complexity and transforms the
problem into one of parametric random vibration, see@15#.

The qualitative and quantitative aspects of the prediction of the
mistuning effects have very often gone hand in hand, i.e., the
development of computational tools has been based on the physi-
cal properties expected of the solution. For example, the work of
Wei and Pierre@5,6# has demonstrated that the response of a mis-
tuned bladed disk resembles its tuned counterpart at large blade-
to-blade coupling levels. Accordingly, a series of numerical algo-
rithms have been proposed that rely on tuned response features
~see, for example,@6# ~regular perturbation!, @7,8# ~large coupling
case!, and@12#!. In the opposite limit, i.e., for very low blade-to-
blade coupling levels, other techniques have been proposed~see
@6# ~modified perturbation!, @8# ~small coupling case!, and @11#
that rely on the localized nature of the response,@5#.

The present investigation will proceed in reverse of the above
trend, i.e., the successes and failures of well understood compu-
tational methods in accurately predicting the forced response of
mistuned bladed disks will be relied upon to provide some clari-

fication of phenomenological issues associated with mistuning.
For example, it has been successfully argued by Wei and Pierre
@5,6# that the mistuning-related increase in forced response of the
blades stems from a localization of the modes of the mistuned
disks. Yet the localization factor introduced by these authors is a
monotonic decreasing function of the blade-to-blade coupling
while the forced response appears to peak at an intermediate value
of this parameter~see@9#!. In this context, the present effort will
focus on answering the following questions:

~Q.1! Is there a direct relationship between the localization of
the free/forced response and an increase of the amplitude of
blade vibration with respect to its tuned value?
~Q.2! If yes, is the localization factor of Wei and Pierre@5# an
appropriate measure of localization for this purpose?
~Q.3! Is there a genuine peak of the forced response at an in-
termediate blade-to-blade coupling level and what is/are the
change~s! in the physics of the problem creating the peak?

Another goal of the present investigation is to improve the char-
acterization of the largest amplitude of blade response that can be
observed on the entire population of bladed disks. A simple upper
bound of this amplitude has been provided by Whitehead@2,16# as
(11AN)/2, whereN is the number of blades but many investiga-
tions have reported values substantially lower than this limit. Ac-
cordingly, it is desired to:

~Q.4! Investigate the largest amplitude of blade response, assess
the conditions under which it occurs, and evaluate the reliability
of Whitehead’s estimate of this quantity.
As a final objective, it is desired to provide some perspective on

the characterization of the forced response when the coupling
level is neither very large nor very small. This issue is directly
related to the long standing question:

~Q.5! Can a single approximation method/computational algo-
rithm provide reliable estimates of the mistuned forced
response through the entire range of blade-to-blade coupling
levels?
Answering the five questions enunciated above in connection

with an arbitrary bladed disk dynamic model would be a formi-
dable task well beyond the scope of this paper. Rather, it is desired
here to answer them first in the context of the single-degree-of-
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freedom per blade model of Fig. 1 in which mistuning affects only
the blade alone stiffnesses~modeled here as Gaussian random
variables, see Fig. 1!. Next, a confirmation of some of these find-
ings will be obtained on the reduced-order model~see Castanier
et al. @17#! of the blisk shown in Fig. 2~see Bladh et al.@18#!.

As stated above, questions~Q.1!–~Q.5! will be addressed by
studying the benefits and shortcomings of two previously pub-
lished approximation techniques of the response of mistuned
bladed disks, i.e., the adaptive perturbation method,@8#, and the
partial mistuning modeling,@11#. For completeness, these tech-
niques are briefly reviewed next.

Review of Approximation Techniques

Partial Mistuning Modeling. Generally speaking, a disk is
said to be partially mistuned if mistuning affects only a small
portion of it, i.e., a limited number of degrees-of-freedom. The
analysis of such systems was motivated by the expectation at low
blade-to-blade coupling that the response of a specific blade
would only be affected by a few of its neighbors and thus the
remaining blades could be taken as tuned. Partially mistuned
bladed disks have recently been considered by Mignolet et al.@11#
and have been shown to lead to a forced response determination
much simpler than the one corresponding to full mistuning~the
reduction in complexity is a direct consequence of the limited
extent of the mistuning as also observed more recently by Petrov
et al. @13#!. The simplification arises as follows. Let the bladed
disk be described by the equations of motion

M Ẍ1CẊ1KX5Feivt (1)

whereM, C, andK are the symmetric mass, damping, and stiff-
ness matrices of the disk model. Then, assuming the steady-state
response in the formX(t)5xeivt yields the set of algebraic
equations

Hx5F (2)

whereH5K2Mv21 ivC is the impedance matrix at the excita-
tion frequencyv. In the presence of mistuning,H can be sepa-
rated into its tuned counterpartH̄ and a mistuned componentDH.
In a partially mistuned bladed disk, the number of nonzero ele-
ments ofDH is very small and it is convenient to partition Eq.~2!

into nm degrees-of-freedom directly~subscriptd! affected by mis-
tuning and those that are only indirectly subjected to it~subscript
i!. That is

x5Fxd

xi
G ; H5FHdd Hdi

Hid Hii
G ; and F5FFd

Fi
G . (3)

In view of the partial mistuning assumption, the matricesHdi ,
Hid , andHii are equal to their tuned counterpartsH̄di , H̄ id , and
H̄ ii andHdd5H̄dd1DHdd . In an effort to rewrite the equations of
motion ~2! in a form that is reminiscent of the tuned system,
introduce the ‘‘mistuned force’’Fm5DHddxd and note that Eq.~2
then becomes

H̄dd xd1H̄di xi5Fd2Fm (4a)

and

H̄ id xd1H̄ ii xi5Fi . (4b)

Fig. 1 Single degree-of-freedom per blade disk model

Fig. 2 Blisk example: „a… blisk view, „b… blade sector finite el-
ement mesh, and „c… natural frequency versus nodal diameter
plot
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If the vectorFm was known, Eqs.~4a! and~4b! would in fact be
the equations of motion of atunedsystem subjected to the com-
bined action of the forcesF and Fm . Thus, by linearity, the re-
sponse vectorx can be written as the sum of the tuned solution
x(t) ~response to the forceF! and of a mistuned componentx(m)

~response to the forceFm). The determination of this second part
is achieved by rewritingFm as

Fm5DHddxd5(
j 51

nm F(
k51

nm

~DHdd! jk~xd!kGEj (5)

whereEj denotes the vector whose components are all zero except
the jth one which equals one. The term@(k51

nm (DHdd) jk(xd)k#Ej

thus physically corresponds to a force of magnitude
@(k51

nm (DHdd) jk(xd)k# applied on thejth degree-of-freedom of the

setxd of the tunedsystem. Next, introducinghd
( j ) andhi

( j ) as the
response of thetunedsystem on the degree-of-freedomd and i,
respectively, to a single, unit force acting on the degree-of-
freedomj of the setxd , it can be shown that

Hpmxd5xd
~ t ! (6)

where the subscriptpm refers to partial mistuning and the element
kl of the matrixHpm is

~Hpm!kl5dkl1(
j 51

nm

~DHdd! jk~hd
~ j !! l (7)

in which dkl denotes the Kronecker symbol. Once the responsexd
of the degrees-of-freedom that are directly affected by the mistun-
ing has been determined from Eq.~6!, the motion of the remaining
degrees-of-freedom can be determined from Eq.~4! and ~5!, i.e.,

xi5xi
~ t !1xi

~m!5xi
~ t !2(

j 51

nm F(
k51

nm

~DHdd! jk~xd!kGhi
~ j ! . (8)

Equations~7! and ~8! demonstrate that the determination of the
response of a bladed disk that involves mistuning on onlynm
degrees-of-freedom requires the solution of a system of equations
of size nm3nm only and the determination of some tuned re-
sponses, i.e., the vectorsh( j ).

Adaptive Perturbation Method. It has recently been ar-
gued, see@8#, that the analysis of then-degree-of-freedom bladed
disk model given by Eq.~1! or ~2! should be achieved not in the
physical coordinates,X(t), as in Eq.~1!, but rather in terms of a
set of variablesQ(t) that accurately represent the contributions of
the various mode shapes in the response. These new coordinates
would be related to the physical ones by the relation

X~ t !5TQ~ t ! (9)

where T denotes aN3N transformation matrix the columns of
which are the exact mode shapes of the mistuned bladed disk or
reliable approximation thereof. Introducing the above change of
variables, Eq.~9!, in Eq. ~2! and premultiplying the resulting re-
lations byTT leads to the transformed steady-state equations of
motion

H̃q5F̃ (10)

where the components ofq are the complex amplitudes of re-
sponse of the coordinatesQ(t) andH̃5TTHT andF̃5TTF denote
the corresponding impedance matrix and force vector.

Considering the magnitude of the different termsH̃ j l , it is first
noted that if the columns of the matrixT are close approximations
of the mistuned bladed disk modes, the off-diagonal terms
H̃ j l , j Þ l , are close to zero. Further, the magnitude ofH̃ j j is
‘‘small’’ when the excitation frequency is close to one of the ap-
proximate natural frequenciesv l associated withT, i.e., v l

2

5(TTKT) l l /(TTMT) l l , but is otherwise ‘‘large.’’ On this basis, it

was suggested to partition the response vectorq in terms of the
componentsqS andqL which are associated with small and large

diagonal elements ofH̃, respectively. That is,

q5@qS
T qL

T#T (11)

where qS and qL are vectors of dimensionsd31 and (N2d)
31, respectively. The above partition can be achieved by select-
ing the transformation matrixT to be

T@FS FL# (12)

where FS and FL denote theN3d and N3(N2d) matrices
whose columns are the approximate mode shapes associated with
the natural frequenciesv l that are close to~for FS) and far from
~for FL) the excitation frequencyv.

Proceeding with this partitioning, it is found that the linear
system of Eq.~10! becomes

F H̃SS H̃SL

H̃LS H̃LL
G FqS

qL
G5F F̃S

F̃L
G (13)

where the matricesH̃SS, H̃SL , H̃LS, and H̃LL are of respective
dimensions d3d, d3(N2d), (N2d)3d, and (N2d)3(N
2d) while the vectorsF̃S andF̃L haved and (N2d) components.

The computation of the steady-state componentsqS andqL can
now be performed. Specifically, it is found that

qS5GSS@ F̃S2H̃SLH̃LL
21F̃L# (14)

and

qL5H̃LL
21 @ F̃L2H̃LSqS# (15)

where

GSS5@H̃SS2H̃SLH̃LL
21H̃

LS
#21. (16)

Up to this point, the formulation is exact and the results are
independent of the selection of the transformation matrixT. Re-
lying on the expected large separation between the excitation fre-
quencyv and the approximate natural frequenciesv l correspond-
ing to FL , it can be argued~see @8#! that H̃LL

21 can be
approximated as the Taylor series

H̃LL
215~ H̄̃LL1DH̃LL!215 H̄̃LL

212 H̄̃LL
21DH̃LLH̄̃LL

211••• (17)

where the matricesH̄̃ andDH̃ are the tuned and mistuned com-
ponents ofH̃, respectively. Introducing a truncated form of this
series in Eq.~14!–~16! leads to the required approximation of the
forced response of the mistuned disk considered.

The above procedure was referred to as adaptive as its accuracy
can be increased or decreased by varying the numberd of modes
retained in the setqS (d5N yields the exact solution! and the
number of terms kept in the Taylor series~17!. Following the
discussion of Lin and Mignolet@8#, only the first term, i.e.,H̃LL

21

5 H̃̄ LL
21 was kept here to ensure a technique accurate to first order

in mistuning.
Another factor that affects the accuracy of the forced response

estimate is the selection of the columns of the transformation ma-
trix T. The choice of these vectors as the exact mode shapes of the
mistuned bladed disk leads of course to a set of variablesq that
correspond exactly to the system’s modal coordinates and to a
diagonal impedance matrixH̃ ~assuming classical damping!.
However, this selection requires the evaluation of the mode shapes
of the mistuned disk, a problem more complex than the forced
response estimation. Thus, it was suggested in@8# that the col-
umns ofT should be selected as the mode shapes of afixedsystem
that is ‘‘close’’ to the bladed disk considered. In view of the com-
prehensive qualitative analysis performed by Wei and Pierre@5,6#,
it was proposed to choose the columns of the transformation ma-
trix T to be the mode shapes of the tuned system when the blade-
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to-blade coupling is large~with respect to the mistuning! and
those of the decoupled system when this coupling is small~with
respect to the mistuning!. Since the present investigation will rely
on the adaptive perturbation method only for large blade-to-blade
coupling levels, the columns of the matrixT were taken as the
tuned modes of the disk.

Localization Study „Questions Q.1 and Q.2…
The present study of the localization of the forced response of

mistuned bladed disks was prompted by the recent criticisms of
Castanier and Pierre@19,20#, Cha and Morganti@21#, and LaBorde
@22# of the commonly accepted measure of localization proposed
by Wei and Pierre@5#. Specifically, these former authors have
suggested that the mean localization factor, as specified by Wei
and Pierre@5#, is inappropriate because~i! it is dominated by
damping effects not by mistuning and~ii ! it does not account for
the disk-to-disk variability of the localization of the forced re-
sponse. In view of these comments, it was felt that a reliable
answer to questions~Q.1! and~Q.2! would require an assumption-
free estimator of the level of localization of the forced mistuned
response of bladed disks~not chains!. The partial mistuning model
provides a perfect basis for this assessment as it relies on no other
assumption or approximation that the existence of a localization
of the response. In fact, there is a direct relationship between the
level of localization and the number of blades~sector width,s!
that must be considered mistuned to obtain an accurate matching
of the partially and fully mistuned disks, i.e., the higher the local-
ization the smallers needs be. On this basis, a comprehensive
analysis of the adequacy of partial mistuning as a representation
of full disk mistuning was undertaken for the entire range of cou-
pling levels (kC), for various damping ratios~c! and excitation
patterns, i.e., engine orders~r!. Specifically, for each set of values
of (kC ,c,r ) considered, a thorough Monte Carlo simulation
~10,000 fully mistuned disks! was performed to obtain the first
statistics, i.e., mean and standard deviation,~i! of the response of
a typical blade~blade 1! at the tuned natural frequency corre-
sponding to the given engine order,~ii ! of the maximum respond-
ing one at that frequency, and~iii ! of the maximum responding
one over a frequency sweep. In addition, the maximum amplitude
of vibration of the entire population of disks was also recorded.
These seven sets of values were first estimated by determining the
exact steady-state response of each disk at the appropriate fre-
quency~ies!. Then, these computations were repeated by assuming
that the disks were not fully mistuned but rather that the variations
in blade properties were limited to bladesj -p, ...,j, ...,j 1p, the
other ones being considered tuned. The corresponding value of the
amplitude of response of the central blade,j, was then considered
as its partial mistuning estimate of orders52p11. Note that
since each blade is modeled as a single-degree-of-freedom sys-
tem,nm5s. The process was repeated for each blade on the disk,
j 51,...,N524, for each disk of the population of 10,000, and for
several values ofs. Such a study was performed for 13 different
values of the blade-to-blade coupling~stiffnesskC), and several
different combinations of damping constant~coefficient c! and
engine order~parameterr of the forcing function!.

The results shown in Figs. 3–9 correspond tor53 andc51.443
Ns/m but many of these computations were also repeated forr53
and c50.7215 Ns/m and 2.886 Ns/m, andc51.443 Ns/m and
r50, 6, 10, and 12. The results shown in Figs. 3–9 are represen-
tative of all these computations and can serve as a basis for the
following important and/or surprising observations:

1. The physical model of partial mistuning is completely justi-
fied at small coupling levels for all types of responses
considered.

2. The reliability of the partial mistuning model in predicting
the means and the standard deviations of the maximum re-
sponses on the disk is similar. Further, this observation is
valid for both sweep and no-sweep analyses.

3. The partial mistuning model, withs fairly small, i.e.,s53–
5, provides very reliable estimates of the maximum blade
response over the entire population of disks over a broad
range of coupling levels. From Fig. 9, it would be estimated
that this reliability extends till the peak shown atkC
'20,000 N/m but the discussion below suggests that it is in
fact valid for all coupling levels.

4. The range of coupling stiffness in which the partial mistun-
ing model is valid is not uniform across the types of re-
sponses considered, i.e., a given widths of partial mistuning
leads to a better approximation of the maximum amplitude
obtained on the entire population than of the maximum re-
sponse on a specific disk in a sweep~compare Figs. 7–8 and
9!, which is itself better estimated than its no-sweep coun-

Fig. 3 Mean value of the response of blade 1 „typical blade … by
Monte Carlo simulation „Xm…, three-blade and five-blade partial
mistuning models „Xp„3… and Xp „5……, adaptive perturbation
method with two and six modes „Xa„2… and Xa „6…… and local
¿global approximation with sÄ5 and dÄ6 „Xpa„5,6……

Fig. 4 Standard deviation of the response of blade 1 „typical
blade … by Monte Carlo simulation „Xm…, three-blade and five-
blade partial mistuning models „Xp„3… and Xp „5……, adaptive per-
turbation method with two and six modes „Xa„2… and Xa „6…… and
local ¿global approximation with sÄ5 and dÄ6 „Xpa„5,6……
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terpart~compare Figs. 5–6 and 7–8!, in turn better than the
amplitude of vibration of blade 1~compare Figs. 3–4 and
5–6!.

The observation~4! is in fact very important as it has far reaching
consequences:

~4.1! Since the maximum amplitude obtained on the entire
population is clearly larger than~or equal to! the maximum re-
sponse on a specific disk in a sweep, which is itself larger than~or
equal to! its no-sweep counterpart also larger~or equal to! the
amplitude of vibration of its blade 1, it can be concluded that the
accuracy/reliability of the partial mistuning model generally in-
creases with the level of response of the blade considered. This
finding is confirmed by the results of Figs. 10–12 which show the

minimum value ofs required for the partial mistuning model to
yield an estimate of the blade response to within 10% of the exact
value. Note in particular the ‘‘triangular wedge’’ formed by these
points and that the highest amplitudes are well estimated with
only s53 or 5. These three scatter plots were produced with the
120 blades of 5 random disks as follows. First, the amplitude of
response of each blade of the five fully mistuned disks was deter-
mined ~the ‘‘exact’’ value!. Next, each of the 120 blades was
considered as the center of mistuned sectors ofs51,3,5,...,23
blades and the estimate of the amplitude of response of the center
blade corresponding to each value ofs was compared to the exact
value. The lowest value ofs for which the partial mistuning esti-
mate was within 10% of the exact value was recorded. The plots

Fig. 5 Mean value of the maximum response on the disk by
Monte Carlo simulation „Xm…, three-blade and five-blade partial
mistuning models „Xp„3… and Xp „5……, adaptive perturbation
method with two and six modes „Xa„2… and Xa „6…… and local
¿global approximation with sÄ5 and dÄ2 „Xpa„5,2……

Fig. 6 Standard deviation of the maximum response on the
disk by Monte Carlo simulation „Xm…, three-blade and five-
blade partial mistuning models „Xp„3… and Xp „5……, adaptive per-
turbation method with two and six modes „Xa„2… and Xa „6…… and
local ¿global approximation with sÄ5 and dÄ2 „Xpa„5,2……

Fig. 7 Mean value of the maximum response on the disk in a
sweep by Monte Carlo simulation „Xm…, three-blade and five-
blade partial mistuning models „Xp„3… and Xp „5……, adaptive per-
turbation method with two and six modes „Xa„2… and Xa „6…… and
local ¿global approximation with sÄ5 and dÄ2 „Xpa„5,2……

Fig. 8 Standard deviation of the maximum response on the
disk in a sweep by Monte Carlo simulation „Xm…, three-blade
and five-blade partial mistuning models „Xp„3… and Xp „5……,
adaptive perturbation method with two and six modes „Xa„2…
and Xa „6…… and local ¿global approximation with sÄ5 and dÄ2
„Xpa„5,2……
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of Figs. 10–12 were then obtained by using these values ofs as
abscissas and the exact amplitudes of response as ordinates.

~4.2! Since the applicability/reliability of the partial mistuning
model is directly related to the localization of the forced response,
it is concluded here that the disk behavior ison averagemore
localized around the blades that exhibit a large response than
around those having a smaller amplitude of vibration. Note, how-
ever, that a high level of localization does not necessarily imply
large amplitudes, some of the very low responses are also well
captured withs53 or 5.

~4.3! The above conclusion on the nonuniformity around the
disk of the localization of the forced response adds to the recent
criticisms of Castanier and Pierre@19,20#, Cha and Morganti@21#,
and LaBorde@22# stated above. The present investigation demon-
strates that, in addition to the disk-to-disk variations of such a
measure, one should also account for blade-to-blade differences.

The Maximum Response and Its Peak—„Questions Q.3
and Q.4…

The determination of the blade-to-blade coupling level at which
the maximum amplitude of response achieves a peak is an issue
that has been brought up in a variety of previous mistuning efforts
and has never received a fully satisfactory answer~see the recent
paper by Ottarsson and Pierre@23# for a discussion!. An analysis
of Fig. 9 would suggest that an explanation of this peculiarity
should be related to the apparent breakdown of the partial mistun-
ing model of the maximum response over the entire population of
disks in the neighborhood ofkC'20,000 N/m. In fact, the de-
crease in accuracy of the partial mistuning approximations ap-
pears consistent with the reduction in the maximum amplitude of
blade vibration and suggests a general decrease in the localization
of the forced response per observation~4.2!. This answer, how-
ever, brings out the question of why do highly localized disks
exhibit some large amplitudes of response at small coupling levels
but do not for large values ofkC? To address this follow-up ques-
tion, the stiffness of theN blades that yield the amplitudes of
response shown in Fig. 9 were recorded for all values ofkC con-
sidered. It was then observed that the stiffness of several of the

blades located near the maximum responding one were growing
rapidly as a function of the coupling stiffnesskC and were sur-
passing the tuned value by several standard deviations even forkC
as small as 1000 N/m. Accordingly, it can be expected that the
probability of obtaining such cases would be very small and that
the simulation results shown in Fig. 9 could be biased by the size
of the population selected~10,000 disks!. To remedy this situa-
tion, it was decided to proceed with an optimization effort in
which the stiffnesses of three and seven-blade mistuning models
were selected to achieve the maximum response of the central
blade. This undertaking was quite successful and led to the very
large amplitudes of response also shown in Fig. 9~curves Opti!
which were obtained with some large mistuned stiffnesses
~thereby confirming the approximate analysis of Sinha@24#!. Note
in this context that several~at least two! maxima of the forced
response were obtained for most values ofkC but the results dis-
cussed above and shown in Fig. 9 correspond to the highest maxi-
mum.

At this point, a comparison of the above results with those of
Whitehead@16# is in order. First, the maximum amplitude esti-
mate obtained by this author, i.e., (11AN)/252.95 times the
tuned value, corresponds well to the present results at high cou-
pling levels. Indeed, forkC560,000 N/m the optimization effort
yields a magnification factor of 2.55 and this number increases to
2.69 atkC5120,000 N/m. In regards to the mistuned stiffnesses
required to achieve these high amplitudes, a very good qualitative
agreement with Whitehead’s analysis is also obtained. Indeed, it
can be shown that the optimum pattern of stiffnesses obtained by
this author’s approach for the bladed disk model of Fig. 1 reduces
to a three-blade partial mistuning with large values of the stiff-
nesses of the blades directly next to the maximum responding one
as noted in the present effort. The excellent qualitative match of
the present results with the upper bound analysis of Whitehead
@16# further supports again the very localized nature of the forced
response around highly responding blades~see observation 4.2!.
Some further discussions regarding the largest amplitude of blade
response within the population can be found in@25#.

These optimization results confirm the suspicion that the peak

Fig. 9 Maximum response on the population of disks by Monte Carlo simula-
tion „Xm…, five-blade partial mistuning model „Xp„5……, and by optimization of
three and seven-blade mistuning models „Opti-3bl and Opti-7bl …
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shown in Fig. 9 is in fact an artifice of the finite population size
used. They also shed some light on the genuine peaks of the mean
and standard deviations of the maximum response on a disk
shown in Figs. 5–8. Specifically, they demonstrate that these
peaks are associated with a ‘‘large tail event.’’ That is, as the
coupling stiffness increases, the magnitude of the largest response
also increases~see Fig. 9! but its probability of occurrence de-
creases as the stiffnesses associated with this configuration rapidly
shift away from their mean~tuned! value. The effect of this tail
event on the mean and standard deviation of the maximum re-
sponse~see Figs. 5 and 6 for the no-sweep data and Fig. 7 and 8
for the sweep results! can be quantified byAmaxpA(Amax) and
Amax

2 pA(Amax), respectively, wherepA(Amax) denotes the probabil-
ity density function of the amplitude evaluated at the maximum
amplitudeAmax. An increase in the coupling stiffness can then be
seen to create two opposite effects. First, it yields an increase in
the maximum amplitude that can be obtainedAmax, which would
promote higher values of the mean and standard deviations of the
maximum response on a disk. But this increase inAmax requires
larger deviations from the tuned value which are associated with a
lower probability density function so thatpA(Amax) decreases.
Eventually, the fast decay of the Gaussian probability density
function of the stiffnesses assumed here overwhelms the slow
increase inAmax and the effect of the maximum response on both
means and standard deviations diminishes leading generally to a
decrease of these curves at high coupling levels.

It is interesting to observe that the contributions of the largest
possible amplitude to the standard deviation of the maximum in-
volvesAmax

2 vs Amax for the mean of this variable. Since the am-
plitude Amax increases with the coupling stiffnesskC , it could be
expected that its effect would be felt more strongly and up to
larger values ofkC on the standard deviation than it would on the
mean. This conclusion is in fact easily confirmed: the peak in the
standard deviation plots, see Figs. 6 and 8, occurs at a larger
coupling value than its counterpart in the mean value plots, see
Figs. 5 and 7. In fact, the same reasoning could be repeated to
justify that the peaks of the 50th, 60th,..., 90th, 95th percentiles of
the maximum amplitude of response on a disk would all occur at
different ~increasing! values of the blade-to-blade coupling. Since
the peak is governed by a ‘‘tail event,’’ it is also suggested here
that the location of this maximum would in fact also be dependent
on the distribution of the stiffness, i.e., Gaussian versus triangular
or uniform. In a more general perspective, the above discussion
demonstrates that there is no single coupling level at which a
well-defined maximumoccurs, rather one should define atransi-
tion zonein which thevarious peaks occur. Interestingly. it has
been observed in the same region that the behavior of the mis-
tuned mode shapes changes from generally global to generally
local ~results not presented here for brevity!.

Local¿Global Modeling Strategy—„Question Q.5…
It remains to address question~Q.5!, i.e., determining what is

missing to the partial mistuning model to fully account for the
behaviors shown in Figs. 3–9. Clearly, and expectedly, the dis-
crepancy between the exact statistics and their partial mistuning
estimates increases steadily as the coupling level is increased.
However, are these differences simply representative of a general
decrease in the localization of the forced response so that the
width of partial mistunings should be slowly increased as a func-
tion of the coupling level,kC , or are they symptomatic of the
existence of another type of response, i.e., of aglobal component?
It is suggested here that the latter explanation is the correct one.
Indeed, it has been argued in many previous investigations of
mistuning that the wavelike response of the tuned disk is still very
much present in mistuned disks exhibiting a large coupling level.
This observation was in fact the basis for the adaptive perturbation
strategy ~large coupling! of Lin and Mignolet @8# ~see above!
which can be seen in Figs. 3–8 to yield an excellent prediction of
the response of the entire bladed disk for largekC . The presence
of a global component of the response can also be confirmed from
plots similar to Figs. 10–12 but corresponding to smaller error
levels, 3% say, see Fig. 13. Note in this figure that the triangular
nature of the physical domain (A,s) has mostly disappeared and
that large widths of mistuning are required for most amplitudes
giving way to an almost rectangular domain as could be expected
from a response correlated over the entire set of blades. A final
confirmation of the existence of such a global component stems
from efforts to model the response of the entire mistuned bladed
disk as originating from an ‘‘equivalently’’ tuned disk subjected to
both the physical engine order excitation and a white noise
mistuning-based correction~see@26#!. The success obtained with

Fig. 10 Scatter plot of the width of partial mistuning required
to achieve an accuracy of 10% on the amplitude of response of
the blades of five randomly mistuned disks, k CÄ45,430 NÕm

Fig. 11 Scatter plot of the width of partial mistuning required
to achieve an accuracy of 10% on the amplitude of response of
the blades of five randomly mistuned disks, k CÄ20,000 NÕm

Fig. 12 Scatter plot of the width of partial mistuning required
to achieve an accuracy of 10% on the amplitude of response of
the blades of five randomly mistuned disks, k CÄ5,000 NÕm
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this model through the entire range of coupling stiffness clearly
indicates that the response of bladed disks does exhibit short
range, i.e., local, effects accounted for in that paper by the spatial
white noise term in addition to a global component which is as-
sociated with an approximately tuned disk.

The above discussion clearly demonstrates that a successful
modeling of the disk response must include both local and global
components in a manner somewhat akin to multiple scale prob-
lems ~see @27# for a discussion!. A strategy that is based on a
separate modeling of both componentsconcurrentlycan be devel-
oped on the basis of a combination of the partial mistuning mod-
eling and the adaptive perturbation method. Clearly, the partial
mistuning modeling relies on the local features of the response but
does not include any global component. On the contrary, the adap-
tive perturbation technique represents the response as a sum of
global components and the local character only appears by includ-
ing all terms. These strengths and weaknesses are clearly reflected
in the results of Figs. 3–8.

The proposed local1global modeling strategy proceeds as fol-
lows. First, let the response vector be written as the sum of its
local and global components, i.e.,

x5x~L !1x~G! (18)

so that, from Eq.~2!

H~x~L !1x~G!!5F. (19)

The estimation of the separate componentsx(L) andx(G) can then
be achieved by assuming that the local componentx(L) is domi-
nant and estimate it from a partial mistuning model of the disk
disregarding the global termx(G). This computation yields

x~L !5~H21F!pm~s! (20)

where the subscriptpm(s) indicates the use of the partial mistun-
ing model with a total ofs mistuned degrees-of-freedom/blades.
Since this approach does not provide the exact response~because
s,N), there exists a remainder in Eq.~19! which must corre-
spond to the global effects. That is, one has

Hx~G!5F2Hx~L !5F2H~H21F!pm~s! . (21)

Given the global nature of the expected result, Eq.~21! will be
solved by relying on the adaptive perturbation strategy so that

x~G!5$H21@F2H~H21F!pm~s!#%ap~d! (22)

where the notationap(d) denotes the use of the adaptive pertur-
bation technique withd ‘‘small’’ modes. Summing the contribu-
tions of Eq.~20! and ~22! yields a local1global estimate of the
response of the disk considered.

An alternative local1global modeling strategy is the exact re-
verse of the one shown above, i.e., the global solution is computed
first so that

x~G!5~H21F!ap~d! (23)

and then the local correction is evaluated as

x~L !5$H21@F2H~H21F!ap~d!#pm~s! . (24)

In assessing the reliability of the above two formulations, it
should first be noted that they yield very small errors at both small
and large blade-to-blade coupling levels. Indeed, when the blade-
to-blade coupling is large, the adaptive perturbation technique
provides an excellent approximation of the exact response so that
the residual should be negligible. Further, at very low coupling
levels, the partial mistuning becomes exact for very small width
of mistuning independently of the excitation characteristics.
Moreover, it is seen from Figs. 3–8 that the prediction of all
forced response statistics is also very accurate in the transition
zone even with small values ofd ands ~the curves corresponding
to these approaches are almost indistinguishable from their exact
counterparts!.

Confirmation to a Blisk Reduced-Order Model
The above discussion has been accomplished on the basis of the

single-degree-of-freedom per blade model of Fig. 1. While past
studies have clearly demonstrated that this simple system exhibits
many of the phenomenological features of mistuning, it was
deemed desirable to obtain a confirmation of some of the above
findings on a more complex bladed disk model, e.g., the blisk of
Fig. 2. Much of the above discussion has relied on the partial
mistuning concept which may not be surprising with a nearest
neighbor interaction as in the system of Fig. 1 but is not easily
justifiable for the blisk model of Fig. 2. Accordingly, the focus of
the present confirmation effort was placed on the assessment of
the partial mistuning approach and the amplitude versus partial
mistuning width scatter plots.

As Figs. 3–9 indicate, the partial mistuning approximation can
only be expected to be reliable when the blades are weakly
coupled or equivalently for modal families that exhibit a very flat
frequency versus nodal diameter curve. Accordingly, it was de-
cided to assess the accuracy of the partial mistuning strategy in
predicting the blade response to ar53 excitation at the frequency
v5577.1486 Hz, which corresponds to the lowest circle on Fig. 2,
with damping ratio 0.125%. For simplicity, it was assumed that
the relative variations of the different blade alone natural frequen-
cies were the same for any given blade thereby reducing the num-
ber of mistuning parameters to one per blade, i.e., to

d j5
~v i , j

2 !mist2~v i , j
2 ! tun

~v i , j
2 ! tun

for any i and j 51,...,N. (25)

In the above equation, (v i , j ) tun and (v i , j )mist denote theith tuned
and mistuned blade alone natural frequencies of bladej.

Shown in Fig. 14 is the error on the maximum amplitude of
response of a typically mistuned disk as a function of the mistun-
ing strength for three and five-blade partial mistuning. As ob-
served in connection with the single-degree-of-freedom blade
model, partial mistuning does provide a very good approximation
of the blade response for weak blade-to-blade coupling which
further improves as the mistuning width is increased.

Having established the validity of the partial mistuning tech-
nique, it is now appropriate to proceed with the amplitude versus
mistuning width (A,s) scatter plots. The two resonance conditions
circled on Fig. 2, i.e.,r53, v5577.1486 Hz, damping ratio
50.025% ~case 1! and r53, v56989.65 Hz, damping ratio
50.125%~case 2! were selected. The corresponding plots, shown
in Figs. 15 and 16, exhibit as before peaks at the low values ofs
demonstrating again that the highest amplitudes of response are

Fig. 13 Scatter plot of the width of partial mistuning required
to achieve an accuracy of 3% on the amplitude of response of
the blades of five randomly mistuned disks, k CÄ20,000 NÕm
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typically attained with a strong localization as already noted in
connection with the single-degree-of-freedom blade model.

Summary
The present investigation focused on the assessment and pre-

diction of the local and global effects of mistuning on the forced
response of bladed disks. Local effects are those that span only a
few blades while their global counterparts encompass the entire
disk. Thus, local effects are appropriately captured by the partial
mistuning model in which only a few blades are assumed to be
mistuned ~mistuning width 5s! while the remaining ones are
tuned. Similarly, the global component of the forced response is
well represented by a modal approximation with few tuned
modes, i.e., by the adaptive perturbation method corresponding to
the high coupling case. The successes and shortcomings of the
partial mistuning and adaptive perturbation approaches are di-
rectly related to the relative strengths of the local and global ef-
fects on the mistuned forced response. For example, the widths of
the disk sector that must be considered mistuned to obtain a reli-
able estimate of the forced response of the blade located at the

center of the sector is a direct measure of localization. Indeed, the
need for a large sector is indicative of a long spatial correlation
between blades and thus of a weakly localized response. On this
basis, it was proposed to use the mistuning widths as an indicator
of localization. With this tool and the partial mistuning and adap-
tive perturbation approaches, the five phenomenological and mod-
eling questions enunciated in the introduction were answered as
follows.

~Q.1! Is there a direct relationship between the localization of
the free/forced response and an increase of the amplitude of
blade vibration with respect to its tuned value?
There isnot a one-to-onerelationship between localization of

the forced response and amplification of blade vibration but there
is a definite trend. The triangular wedge shapes of Figs. 10–12
and 15–16 clearly indicate that the highest amplitudes of response
are typically associated with a high localization around that blade
but the reverse is not true. Further, the differential accuracy of the
partial mistuning in predicting~in increasing order of accuracy!
the response of a typical blade, the highest response at a given
frequency, the highest response in a sweep, and the highest re-

Fig. 14 Maximum response prediction error with partial mistuning versus mis-
tuning level, blisk on lower third EO mode 0.125% damping

Fig. 15 Scatter plot of the width of partial mistuning required to achieve
an accuracy of 10% on the amplitude of response of the blades of five ran-
domly mistuned disks, blisk on lower third EO mode. 0.025% damping, 0.5%
mistuning.
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sponse in the entire population of disks clearly suggests that the
highest amplitudes of blade vibrations are obtained for very lo-
calized responses at all blade-to-blade coupling levels.

~Q.2! If yes, is the localization factor of Wei and Pierre@5# an
appropriate measure of localization for this purpose?
No. In addition to existing criticisms of this measure of local-

ization, i.e., that it is dominated by damping and does not account
for disk-to-disk variations, in localization, the present investiga-
tion has demonstrated, see Figs. 10–12 and 15–16, a need to
account forblade-to-bladevariations of the localization factor.

~Q.3! Is there a genuine peak of the forced response at an in-
termediate blade-to-blade coupling level and what is/are the
change~s! in the physics of the problem creating the peak?
Figures 5–8 demonstrate that the means and standard devia-

tions of the maximum amplitudes on a disk~at a given frequency
and in a sweep! all exhibit peaks but the peaks of the means occur
at a lower coupling level than they do for the standard deviations.
Further, the maximum amplitude on the population of disks does
not exhibit a peak. This behavior was justified by noting that the
largest amplitude of blade response is associated with mistuning
that increases with the blade-to-blade coupling level. Accordingly,
it was demonstrated that the peaks of the 50th, 60th, 90th, 95th,
etc. percentiles of the response would all occur at different cou-
pling levels and thus no specific peak~‘‘worse case coupling
level’’ ! can be defined. Rather, these different peaks are located in
a transition zone in which the mistuned mode shapes change from
generally global to generally local~results not shown here for
brevity!.

~Q.4! Investigate the largest amplitude of blade response, assess
the conditions under which it occurs, and evaluate the reliability
of Whitehead’s estimate of the quantity.
The answer to question~Q.1! clearly indicated that the response

around the blade exhibiting the largest amplitude in the entire
population should be very localized. Accordingly, an optimization
effort to determine this largest amplitude was undertaken by using
three and seven-blade partial mistuning models. Several maxima
~at least two! were consistently observed but the one associated
with the largest amplitude of blade response was found to corre-
spond to mistuning of the neighboring blades that increases rap-
idly with the blade-to-blade coupling level. Surprisingly, it was
found that this largest amplitude of response increases monotoni-
cally, i.e., is the highest at high coupling levels. Finally, a com-
parison of these results with those published by Whitehead@16#
revealed interesting similarities. First, the amplification factor, de-

fined as the largest amplitude divided by its tuned value, obtained
from the present optimization effort at high blade coupling levels
was close to the upper bound of Whitehead, i.e., 2.69 versus 2.95.
Further, the application of his analysis to the present bladed disk
model, see Fig. 1, yielded the optimum mistuning pattern as hav-
ing only three mistuned blades and mistuning in the stiffnesses of
the order of or larger than the tuned value, in close agreement with
the present optimization strategy. A more thorough discussion of
the behavior of the maximum amplification factor can be found in
@25#.

~Q.5! Can a single approximation method/computational algo-
rithm provide reliable estimates of the mistuned forced
response through the entire range of blade-to-blade coupling
levels?
Yes. In view of the presence of both local and global compo-

nents in the forced response of mistuned bladed disks for most
blade-to-blade coupling levels, it was argued that a combination
of the partial mistuning modeling and the adaptive perturbation
method should be used. In fact, two novel modeling schemes were
presented thatcascade, see Eqs.~20! and~22! and~23!, ~24!, the
partial mistuning modeling and the adaptive perturbation method.
Accordingly, these two local1global approximation techniques
are expected to yield extremely small errors in both weak and
strong coupling limits. More surprisingly, however, they are very
accurate~almost indistinguishable from the exact curves! through
the entire range of blade-to-blade coupling levels, see Figs. 3–8
even for very small number of modes~d! and mistuning width~s!.
To the authors’ knowledge, Eqs.~20! and ~22! and ~23!, ~24! are
the first approximation methods ever proposed that yield such a
consistent matching for all blade-to-blade coupling levels.
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Theory and Test Correlation for
Laminate Stacking Factor Effect
on Homopolar Bearing Stiffness
The effect of the laminate stacking factor on homopolar magnetic bearing performance is
examined. Stacked laminates are used on the bearing rotor and in the stator. These
laminate stacks have anisotropic permeability. Equations for the effect of the stacking
factor on homopolar bearing position stiffness are derived. Numerical results are calcu-
lated and compared to measurements. These results provide an answer for the common
discrepancy between test and theory for homopolar magnetic bearing position stiffnesses.
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Introduction
Magnetic bearings often use lamination stacks in the stator

poles and on the rotor. They reduce eddy current losses generated
both by the rotor turning in the magnetic field and by time varia-
tion of the magnetic field. In homopolar magnetic bearings, the
bias flux field travels axially through the rotor which is normal to
the laminate stacks on the rotor. Figure 1 shows how the bias flux
path crosses the laminated cross section of a homopolar bearing.
The bias flux travels tangential to the laminates in the stator
stacks,@1#.

Laminate Stack Permeability
In 1980, M. L. Barton@2# published a derivation giving equa-

tions for the anisotropic relative permeability of a stack of lami-
nates. The derivation of the relative permeability normal to the
stack starts with Gauss’s law, Eq.~1!.

¹•B50 (1)

This equation requires the normal flux density,Bn , at the laminate
surfaces be continuous. Equation~2! then follows since the lami-
nates are separated by a thin layer of air or adhesive.

Bstackn5moHairn5m lammoH lamn (2)

From Ampere’s law an equation relating the normal magnetic
field in the laminate and layer of adjoining air is given by Eq.~3!.

l totalHstackn5 l lamH lamn1 l airHairn (3)

The definition of the stacking fraction,f 5 l lam/ l total , combined
with Eqs.~2! and ~3! leads to Eq.~4!. This is the dependence of
the normal relative permeability of the stack on the stacking
factor.

mstackn5
1

mo

Bstackn

Hstackn
5

m lam

~12 f !m lam1 f
(4)

A similar derivation using the tangential field boundary condi-
tion leads to the relative tangential permeability of the stack given
by Eq. ~5!.

mstackt5
1

mo

Bstackt

Hstackt
5@ f m lam1~12 f !# (5)

For a stack made out of any ferromagnetic material, the relative
permeability tangential to the stack is practically given byf m lam
because the stacking factor,f is just slightly less than one.

There is a dramatic difference between the relative permeability
of the stack tangential and normal to the stack. Only the normal
permeability is highly sensitive to the stacking factor. Figure 2 is
a plot of the relative permeability of a stack versus stacking factor.
Laminate stacks usually have a stacking factor less than .995 and
have low values of normal permeability. These are used in the
three-dimensional finite element analysis of electric machinery.
For example, Timothy and Preston@3# report a using normal stack
relative permeability of 20 in the finite element analysis of a large
turbine generator.

Table 1 shows numerical values for the permeability normal to
two stacks made from two different materials. Metal A has a value
for the relative permeabilitym lam of 500, while metal B has a
value of 5000. The effect of stacking is to make the normal per-
meability for both laminated stacks very much lower and almost
equal. For a stacking factor of 0.99 the normal permeabilities of
the two stacks differ by only 15% even though the permeabilities
of the laminate metals differ by a factor of ten.

The stacking factor is affected by pressure on the laminates,
laminate thickness, and the adhesive bonding technique used,@4#.
Some laminate alloys require high temperature heat treatments,
@5#, which can affect the surface roughness and oxide thickness.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
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4–7, 2001; Paper 2001-GT-0294. Manuscript received by IGTI, December 2000,
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Fig. 1 Laminated bias flux path in a homopolar magnetic
bearing
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The stacking factor can be measured from the stack weight, vol-
ume, and laminate material density using Eq.~6!.

f 5
massstack2ravolstack

~r lam2ra!volstack
(6)

For cold rolled metal the surface roughness varies between 1.25
and 4.9 microns~32 and 125 micro inches!, @6,7#. As shown in
Fig. 3, stacking factors between .997 and .989 would result from
stacked layers of .15 mm~.006 in.! cold rolled metal laminates
assuming the rough regions on both sides of the laminates are air.

We made measurements on two stacks of rotor laminates made
from 17.8 mm~.7 in.! and 8.8 mm~.35 in.! thick stacks of.15 mm
~.006 in.! thick adhesive bonded laminates with a diameter of 44.5
mm ~1.75 in.!. The measurements included the stack dimensions
and weight. Using the known density of the metal, the stacking
factors were determined to be .981 and .987.

The stacking factor of tape wound cores tends to be lower than
that of flat stacks of laminates. Table 2,@8#, shows stacking factors
for tape wound cores reported by one manufacturer. It indicates

the average separation distance between tape wound laminates is
12 to 20 microns~.0003 to .0005 in.!. The stacking factor of a core
wound from 80 micron~.002 in.! thick metal tape, could be as low
as 0.75.

Derivation of Position Stiffness Equations Including
Stacking Factor

The homopolar bearing bias flux path circuit model is illus-
trated in Fig. 4. The bias flux flows normal to the rotor stack
laminations which have the reluctances denoted byRrnpj

and
Rrns . These reluctances are relatively high since the laminates are
normal to the flux path. The bias flux travels across a variable
number of rotor laminates, depending on which laminate in the
stator stack it originated. Therefor there is a specific rotor reluc-
tance,Rrnpj

, Eq. ~7!, for each laminate,j , in the stator stack.

Rrnpj
5

j

k
l rnp

mstacknmoAlam
(7)

In Fig. 4, there is a reluctance denoted byRrns , for the spacer
that separates the laminated rotor sections under the left and right
side poles. Because the bias flux is not time varying, sometimes
the spacer is not laminated. The spacer may be a laminated stack
if there is a need to minimize the eddy current power loss in the
bearing. The laminates reduce the eddy currents generated be-
cause the spacer is a rotating conductor in the bias flux path.
Equations~8! and~9! give the reluctance for the unlaminated and
laminated spacer. The cross-section area of the back iron is often
designed to equal that of the rotor spacer so that they will both
magnetically saturate at once. This is the reason for the same
cross-section areas,Alam, in both Eqs.~8! and ~9!.

Rrs5
l s

m lammoAlam
(8)

Fig. 2 Relative permeability of laminate stack

Table 1 Numerical values of relative permeability of laminate
stack

Stacking
Factor

Metal A
mstackn

Metal B
mstackn

1.0 500 5000
.995 143 192
.99 83 98
.95 19 20
.92 12.2 12.5
.90 9.8 9.98
.85 6.6 6.7
.70 3.3 3.3
.50 2.0 2.0

Fig. 3 Simple theoretical relation between .15-mm thick plate
surface roughness and stacking factor

Table 2 Stacking factor of tape wound cores

Tape Thickness
micron ~in.! Stacking Factor

205 ~.012! .95
153 ~.006! .90
102 ~.004! .90
50.8 ~.002! .85

Fig. 4 Homopolar bearing bias path circuit model
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Rrns5
l s

mstacknmoAlam
(9)

The flux path width is wider in the gap since it includes the
whole cross section of the laminate and the stacking factor layer.
The gap cross section is therefore larger than the pole laminate by
the factor 1/f as shown in Eqs.~10! and ~11!.

Rg5
l g

moAlam/ f
(10)

Rp5
l p

m lammoAlam
(11)

The bearing position stiffness is the ratio of the change in force
on the rotor to the change in radial displacement of the shaft.
Movement of the shaft alters the gap reluctance which in turn
alters the bias flux and the force. The bias flux through each lami-
nate in the pole stack is calculated via Eq.~12!. For very small
movements of the rotor the gap bias flux varies according to Eq.
~13!–~14!.

Fbj
5

~NI !b

2Rp12Rg1Rrns1Rback12Rrnpj

(12)

F (bg1) j
5Fbj

l g

l g1Dx
(13)

F (bg2) j
5Fbj

l g

l g2Dx
(14)

The magnetic force on the rotor is due to the flux density under
each laminate, and the total force on the rotor is the sum of the
forces from all the laminates as given by Eq.~15!. The factor of
two comes from the force under the two planes of the two lami-
nated stators in this homopolar bearing. Thus the position stiffness
is calculated from the limit of Eq.~16!. As shown by Eq.~17!, it
is proportional to the square of the bias flux which is reduced by
the stacking effect.

Fbrotor52(
j 51

k S f 2h2Fb1 j

2

2moAlam
2

f 2h2Fb2 j

2

2moAlam
D (15)

Kp5Dx ——→
lim

0
Fbrotor
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(
j 51

k
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Combining Eqs.~7!–~12! and Eq.~17! results in Eq.~18! which
is the position stiffness including the effect of the stacking factor.
The terms in the denominator have the greatest effect on the po-
sition stiffness. As the stacking factor decreases, the effective
length of the laminated rotor spacer,l s , and the rotor stack under
the poles,l rnp , increases. The squaredf term in the numerator
also contributes to the position stiffness decrease.
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The bearing current stiffness is also dependent on the stacking
factor. As Eq.~19! shows, it is directly proportional to the bias
flux. It is reduced less by stacking than the position stiffness, since
the control flux path is only tangent to the laminates.
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8 f 2h2

moAlam

]~fc!

]~ i !

1

k (
j 51

k

Fbgj
(19)

The achievable bearing stiffness is affected by stacking by both
the position stiffness and the current stiffness as shown by
Eq. ~20!.

Ka5KiKpaKc2Kp (20)

Measurements and Results
Measurements of the position stiffness were made on a ho-

mopolar bearing designed for a low drag torque application. The
rotor on this bearing was entirely laminated. There was no unlami-
nated spacer between rotor stacks under the fore and aft poles. A
photograph of this bearing is shown in Fig. 5.

The measured position stiffness of this bearing was compared
to the position stiffness predicted by Eq.~18!. A three-dimensional
magnetostatic model of the bearing was also used to predict the
stiffnesses. The anisotropic relative permeability of the laminated
rotor and stator was used in the FEA model rotor and stator stacks
shown in Fig. 6. The relative permeabilty normal to the laminate
stacks was calculated using Eq.~4!, and the tangential relative
permeability was calculated using Eq.~5!.

The position stiffnesses that were measured and predicted are
shown in Table 3. The one-dimensional circuit prediction calcu-

lated by Eq.~18! was very close to the measured value when a
reasonable value for the stacking factor was used. The difference
between the measured value and the one-dimensional circuit pre-
diction was only 6.8% based on a stacking factor of .992. The

Fig. 5 Homopolar bearing for position stiffness measure-
ments
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FEA model showed similar accuracy. The difference between the
FEA prediction and the measured value was only 3.3% based on a
stacking factor of .993. To see the importance of including the
effect of lamination, the stiffness predicted by Eq.~18! with an
unlaminated rotor which would have a stacking fraction of 1.00 is
included. In this case the difference between the measured value
and the prediction is 153%. In other words a prediction that does
not include that stacking factor cannot be expected to be close to
the true value of stiffness.

Conclusions
The position stiffness in homopolar bearings is affected by the

bias flux density. Since part of the bias flux path passes through
the rotor normal the rotor laminate stacks, the bias flux is reduced
by the low anisotropic permeability of the stack normal the lami-
nates. The relative permeability normal to the laminate stack can
be calculated using the laminate stacking factor. Then the normal
relative permeability can be included in magnetic circuits and fi-
nite element models to better predict the homopolar bearing posi-
tion stiffness.
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Nomenclature

Alam 5 area of pole laminate flux cross section
Bg 5 flux density through air gap

Bstackn 5 flux density normal to stack laminates
Bstackt 5 flux density tangential to stack laminates

f 5 stacking factor
Fb 5 force on one pole due to bias flux

Fbg1 5 bias flux force on pole with incrementally larger
gap

Fbg2 5 bias flux force on pole with incrementally smaller
gap

Hairn 5 magnetic field in air normal to laminate
H lamn 5 field in laminate normal to laminate

Hstackn 5 field normal to stack of laminates
Hstackt 5 field tangential to stack of laminates

Ht 5 tangential field
i 5 control current
j 5 j th laminate in stack
k 5 number of laminates in stack

Ka 5 achievable bearing stiffness
Kc 5 controller feedback gain
Ki 5 current stiffness
Kp 5 position stiffness of bearing

Kpa 5 power amplifier gain
l air 5 separation distance between laminates
l g 5 length of air gap

l lam 5 laminate thickness
l p 5 length of laminated pole

l rnp 5 length of normal flux path in rotor laminates under
pole

l s 5 length of rotor spacer
l total 5 total length of flux path

massstack 5 mass of all metal and adhesive in stack
h 5 gap flux density fringe factor

(NI)b 5 bias coil current and bias coil turns
F (bg1) j 5 bias flux in larger gap underj th laminate
F (bg2) j 5 bias flux in smaller gap underj th laminate

fc 5 control flux in gap
Rback 5 reluctance of solid back iron

Rbj 5 reluctance of bias flux path throughj th laminate
Rg 5 reluctance of air gap
Rp 5 reluctance of one laminate in pole

Rrnpj 5 reluctance of rotor from pole laminatej to stack
edge

Rrns 5 reluctance of laminated spacer on rotor
ra 5 density of interlaminate air or adhesive

r lam 5 density of ferromagnetic laminate
mo 5 permeability of air

m lam 5 relative permeability of ferromagnetic laminate
mstackn 5 relative permeability of stack normal to laminate
mstackt 5 relative permeability of stack tangential to laminate

volstack 5 volume of laminate stack
Dx 5 incremental movement of shaft to open or close gap

Fig. 6 Finite element model of bearing

Table 3 Comparison of position stiffnesses

Position
Stiffness

Percent
Difference

Measured
value

21.49 MN/m
28500 LB/in

–

One-dimensional circuit
Eq. ~25!
with f 51.00

23.76 MN/m
221500 LB/in

153

One-dimensional circuit
Eq. ~25!
with f 5.992

21.59 MN/m
29076 LB/in

6.8

Three-dimensional FEA model
with f 5.993

21.44 MN/m
28218 LB/in

23.3
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Deterministic Micro Asperities on
Bearings and Seals Using a
Modified LIGA Process
Deterministic micro asperities show potential for enhancement of lubrication in confor-
mal contacts as found in many bearing and seal designs. Several manufacturing methods
have been proposed for deterministic micro asperities. Of these, laser texturing has
emerged as the most viable option. This paper proposes the LIGA MEMs manufacturing
method as an alternative. Using LIGA, surfaces with patterned micron sized surface
features of arbitrary cross section (cylindrical, hex, triangular, etc.) can be fabricated
from electroplated nickel, gel-cast silicon nitride, or plastic. The resulting asperities can
be positive (protuberances) or negative (recesses) and can have heights (depths) from
1–1000 microns and be patterned over surface areas up to about 150 mm3150 mm. In
this paper, the LIGA method is used to fabricate a sample thrust bearing surface with a
hexagonal array of positive asperities. The resulting asperities are 550mm in average
diameter, 165mm in edge-to-edge spacing and have heights of 3–100 mm. Surface me-
trology indicates submicron accuracy of form and 13 nm Ra roughness on the asperity
tops (land). Tribology testing in a nonpressurized oil bath indicates full film conditions
and shows a 14–22% reduction in friction coefficient for a thrust surface covered with the
micro asperities. A model confirms the experimental trends and indicates the potential to
further reduce the friction coefficient by about 60% through optimization of the asperity
geometry and layout.@DOI: 10.1115/1.1619430#

Introduction
Micro asperities are the micro and nano-sized peaks and valleys

on a surface that constitute the surface roughness. Depending on
the size, shape, and distribution of these asperities, the hydrody-
namic lubrication characteristics of the surface can vary signifi-
cantly. On fluid bearings and seals, control of the lubrication prop-
erties using micro asperities can alter load capacity, friction
torque, dynamic stiffness, and damping coefficients, among oth-
ers. This, in turn, significantly affects energy consumption, reli-
ability, and vibration in rotating machines.

A literature search has found extensive work that demonstrates
the potential benefits of micro asperities to bearings and seals.
Early research primarily focused on stochastic surface roughness,
which occurs naturally during manufacture. The manufacturing
processes are commonly engineered to create stochastic features
including preferential groove orientations during machining,@1,2#,
controlled porosity or optimum asperity statistical distribution
during ceramic forming,@3,4#, or an array of microvanes that
occur due to elastomer deformation in rotary lip seals,@5#.

Deterministic asperities are patterned surface features with ar-
bitrarily specified geometries that are controllable and repeatable.
An important distinction is that of deterministicmicro asperities
versus deterministicmacro asperities. Macro asperities are typi-
cally large area surface features with extremely low height to
diameter ~aspect! ratios (,0.0001). Unlike micro asperities,
macro asperities have found widespread application since the
1970s. Examples include the use of sinusoidal waves,@6,7#, radial
grooves,@8#, spiral grooves,@9#, and hydropads,@10#, on mechani-
cal seal faces. Macro surface features are typically few in number
and therefore can be manufactured with comparative ease using
processes including grinding and chemical etching. By contrast,

deterministic micro asperities are orders of magnitude smaller in
average diameter, significantly greater in number and have larger
aspect ratios~0.001–10!. These properties make it extremely dif-
ficult to cost effectively manufacture large fields of asperities with
controllable and repeatable geometry. One approach that has re-
cently emerged as a viable option is that of laser texturing,
@11,12#, and has found application to end face mechanical seals,
@13#, and reciprocating automotive components,@14#. In laser tex-
turing, negative asperities~recesses! are cut into the surface using
a focused laser. The emergence of laser texturing in the mid 1990s
has enabled an increase in the number of experimental studies on
the effects of micro asperities on lubrication. These works have
built on the early work of Hamilton, Anno, and Walowit@15–17#,
and confirm that the addition of patterned asperities of the appro-
priate size and layout can increase the hydrodynamic effect.

This paper describes the LIGA micro fabrication technique and
proposes it as an alternative to laser texturing for manufacturing
large fields of deterministic micro asperities on the load bearing
surfaces of conformal bearings and seals. A sample thrust-bearing
surface is fabricated with a hexagonal pattern of hexagonal asperi-
ties. The quality of these surface features is characterized using
scanning electron microscopy and three-dimensional surface pro-
filometry. The coefficient of friction of the thrust surface is then
measured using a thrust washer rotary tribometer to demonstrate a
change in lubrication properties with asperity height. Finally, a
discussion is included that compares experimental and theoretical
results.

Thrust Ring Fabrication
A stainless steel thrust ring was fabricated with a field of elec-

trodeposited nickel micro asperities of hexagonal cross section on
the end face. Figure 1 shows the thrust ring and the resulting
asperities in a hexagonal array and Table 1 summarizes their prop-
erties. The asperities shown have a 550mm average diameter, 165
mm edge-to-edge spacing and a height of 14mm. This corre-
sponds to an aspect ratio of 0.026~height-to-diameter!, an asperity
area fraction of 0.59~ratio of asperity area to total area, including
spacing, associated with one asperity! and 2.5 asperities/mm2. Mi-
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SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
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crohardness tests of the surface indicate that the nickel asperities
have a hardness in excess of 400 Knoop (Kg/mm2) as compared
to 250 Knoop for bulk electrodeposited nickel. This increase is
attributable to the smaller grain size that results from electroplat-
ing the small features@18#. On the left in Fig. 1 is the mating
thrust ring made of soft bronze with a hardness of approximately
100 Knoop. This ring rotates against the sample thrust ring during
tribology testing. Due to its significantly lower hardness, any wear
that occurs will be on the bronze ring.

Fabrication of the micro asperities on the stainless steel thrust
ring is accomplished using the LIGA process that has been at the
leading edge of MicroElectroMechanical systems~MEMs! devel-
opment. LIGA is a three-step process comprised of X-ray lithog-
raphy, electroforming, and molding,@19,20#, as illustrated in Fig.
2. Several aspects of LIGA are distinct from the more common
silicon microfabrication techniques. X ray radiation, rather than
visible or ultraviolet light, is used to pattern thick layers of resist
with sharp corners and vertical sidewalls. The LIGA process pro-
ceeds by bonding a sheet of poly-methyl-methacrylate~PMMA!

resist to a conductive metal substrate. The thickness of the PMMA
is typically equal to the desired height of the microstructure. The
PMMA metal substrate laminate is positioned behind a mask, and
exposed to a collimated X-ray beam. A synchrotron provides the
source of X-ray radiation with a characteristic wavelength of ap-
proximately 0.5 nanometers and is a principal resource of micro-
system development. The molecular weight of the PMMA de-
creases in irradiated area. After the PMMA sheet is exposed to the
proper radiation dose, it is immersed in a developer that dissolves
the irradiated areas with low molecular weights. The resulting
PMMA template is used to electroplate microstructures on the
substrate. After the electroplating process is completed, the re-
maining PMMA is removed~dissolved!, resulting in a metal sur-
face covered with microstructures. The microstructure-covered
sheet sometimes represents the final product, or it may serve as a
mold that can be inserted into an injection molding or hot emboss-
ing machine to repeatedly reproduce a secondary polymer tem-
plate with geometry identical to the primary PMMA template,
@21#. This molding process is the step that makes LIGA MEMS
cost effective when applied to mass-produced components. It es-
sentially decouples the manufacturing process from the X-ray
source for all manufactured components except the initial one,
allowing for the initial cost to be shared by the subsequent com-
ponents. Recent modifications,@22#, to the latter steps in the LIGA
process allow fabrication using gel cast silicon nitride and mold-
able plastic.

Figure 3~a! shows the polymer template~PMMA! used for
electrodeposition of the hexagonal array of micro asperities in this
study. This template is 1000mm thick and therefore can be used to
electroplate hexagonal asperities up to 1000mm tall. Shorter as-
perities are obtained by simply terminating electrodeposition at
the desired height. The polymer template is clamped to the end
face of the thrust ring using a special jig. The entire jig is im-
mersed into the electroplating solution and nickel is electro-
deposited into the through holes of the polymer sheet and onto the
end face of the thrust ring. Figure 3~b! shows an aerial view of the
resulting micro asperities.

Experimental

Surface Metrology. One key factor in determining the effects
of micro asperities on lubrication properties is the controllability
and repeatability of micro asperity geometry. In fact,@16# hypoth-
esized the reason for a large difference in experimental versus
theoretical load capacity in their work was an error in the resulting
asperity geometry.~The authors assumed the asperity lands were

Fig. 1 Thrust ring „28.6 mm OD … with hex asperities

Table 1 Properties of experimental thrust surface

Description Symbol Units Value

Stationary ring
material

— — Stainless steel

Asperity material — — Electroplated
nickel

Thrust ring OD Do mm 28.6
Thrust ring ID Di mm 25.4
Asperity cross

section
— — Hexagonal

Asperity pattern — — Hexagonal
Asperity height h1 mm 3–100

Asperity average
diameter

dasp mm 550

Edge-to-edge
spacing

E mm 165

Asperity density Nasp Asp/mm2 2.5
Area fraction d2 — 0.59
Aspect ratio a5h1 /Ro — 0.006–0.182

Asperity hardness — Knoop 400

Fig. 2 LIGA microfabrication process
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perfectly flat but later hypothesized that they were actually tilted,
creating a converging wedge. However, at the time of the work
the surface metrology was unavailable to verify this claim.! With
the advent of scanning electron microscopy and three-dimensional
optical surface profilometry this limitation no longer exists at the
micro/nano scale.

The thrust ring sample of Fig. 1 was lapped and polished such
that the asperity surface was flat to within 2 helium light bands as
measured using monochromatic light source and optical flats. An
analysis of the surface using SEM was then performed. Figure

4~a! shows a detail of a typical asperity from the surface and
indicates there is a small radius of curvature of approximately 1.2
mm where the bottom of the asperity meets the substrate. Also, on
the asperity top~the land!, very small scratches can be seen that
resulted from lapping and polishing. Figure 4~b! shows a close up
of one such scratch that is measured at 800 nm in width. Finally,
the asperity sidewalls are found to be vertical to submicron
accuracy.

To further characterize the surface, the ring was mounted in a
noncontacting three-dimensional surface profiler and several topo-
graphical features were measured. The measurements indicated a
surface roughness of 13 nm Ra and 15 nm RMS on the asperity
top ~land!, an average asperity height of 25.3mm, and a tilt~in-
clination! of the land of 3.9mm/mm. Since the asperity height is
the least controllable parameter in the electroplating process, it is
adjusted by electroplating to a slightly larger than desired height
and successively lapping and measuring until the desired height is
reached.

Tribology Testing. At issue is the effect of the micro asperi-
ties on lubrication properties. To observe this, the coefficient of
friction between the thrust ring with asperities and the soft bronze
rotary ring was measured using an ASTM Standard D3702 thrust
washer rotary tribometer. The test procedure consists of sample
surface preparation, complete characterization of the sample sur-
faces, controlled testing of each specimen, and computerized data
logging and storage.

Sample surface preparation and characterization are critical for
correct interpretation of results. The specimen surfaces are lapped
~with not more than 6890 N/m2 ~1 psi! of pressure to eliminate
damage to the specimen! to the desired post height and flatness.
The surfaces are then polished, ultrasonically cleaned and washed
with acetone.

The thrust washer tribometer is presently capable of recording
temperature, friction moment, applied load, and rotational speed.
Figure 5 is a schematic of the setup and illustrates the 5:1 lever
arm used to apply an axial load to the specimen, an interface load
cell used to measure the load and a 10:1 moment arm that mea-
sures the frictional moment. Proper alignment is critical when
attaching the specimen holders to the tribometer. This is accom-
plished through alignment springs and setscrews to lock the
holder in place. A damping pad is placed under the stationary
specimen to reduce any vibrations that may occur. Similar test rigs
have been developed to measure the effects of surface features on
friction coefficient and load support,@12,13,23,24#. Some of these
rigs have used air bearings or other precision components to in-
crease the resolution of the friction coefficient measurement.
These setups are optimal for hydrodynamic conditions where the
friction torque is very low like that found in water-lubricated stud-
ies. Most of these rigs use a pressurized lubricant chamber to
simulate conditions similar to those found in end face mechanical
seals. The present test rig is similar to that found in@23# without a
pressurized lubricant chamber. Such a configuration removes from
the measurement any hydrostatic lubrication effect that occurs due
to Poiseuille flow in the radial direction.

A wear-in period is required for the soft bronze rotating ring to
ensure that proper mating occurs between the surfaces during test-
ing. After the wear-in step is complete the rotating specimen is
then re-polished and the surface is characterized using SEM and
profilometry. The sample thrust ring with micro asperities is
placed into the tribometer and a baffled lubricant cup filled with a
nonpressurized oil is placed around the system. Thermocouples
are used to record the temperature during testing at different lo-
cations in the lubricant. Finally, a computer based data acquisition
system is used to record the data. A medium weight oil with a
viscosity of 42–110 cP over the test temperature range was used
during the tribology tests. In all tests the applied face load was
0.1 N/mm2 ~14.4 psi!.

Fig. 3 „a… PMMA template used for electroplating process; „b…
electroplated nickel hexagonal asperities „550 mm avg diam-
eter, 165 mm edge-to-edge, 14 mm tall …

Fig. 4 „a… SEM detail of hexagonal micro asperity, „b… 800 nm
wide scratch on asperity land
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Figure 6 shows the friction coefficient at different rotational
speeds between 700 and 4000 rpm for an asperity height of 7mm
~aspect ratio of 0.013!. This is compared to the friction coefficient
for a thrust ring constructed of the same material~stainless steel
ring with electroplated nickel coating! but with no surface features
~plain! and a surface roughness of 120 nm Ra after lapping. This
figure shows that the friction coefficient increases with speed,
which is consistent with hydrodynamic lubrication at higher bear-
ing numbers~ZN/P!. Figure 6 also indicates that the addition of
the micro asperities results in a moderate reduction in friction
coefficient of approximately 14.2% over all speeds. One factor
that was not controlled during the first experiment was the tem-
perature of the lubricant, which ranged from 21.1°C to 40.6°C. A
second group of experiments were performed in which the tem-
perature was held constant during testing. In these experiments,
the asperity height was varied by subsequent lapping and polish-
ing of the surface features. For all cases, the applied face load was
again 0.1 N/mm2 and the rotational speed was 2500 RPM~surface
velocity of 3.5 m/s~694 ft/min! and PV of 0.35 MPa-m/s!.

Figure 7 shows the resulting friction coefficients at various in-
creases in lubricant temperature over ambient for asperity heights

of 0, 3.0mm, 7.0mm, 14mm, and 100mm. ~The 100mm speci-
men was fabricated separately.! The values for coefficient of fric-
tion are the average of 30 data points per bar with a standard
deviation less than 0.004 in all cases. Also shown in Fig. 7 is the
measured friction coefficient~0.75! for the plain ring under
boundary-lubricated conditions~no fluid lubrication!. The experi-
mental trends of Figs. 6 and 7 are consistent with the transition
from hydrodynamic to mixed lubrication, indicating that the plain,
3 mm, 7 mm, and 14mm specimens are operating in the hydrody-
namic lubrication regime and the 100mm specimen is operating in
the mixed regime. Further, Fig. 7 illustrates the existence of an
optimal asperity height for a given array geometry and operating
condition resulting in a 14–22% reduction in friction coefficient
as compared to the plain specimen.

Theoretical
To aid in the discussion of the experimental results, a hydrody-

namic model is taken from the literature,@15#. This model con-
siders aunit cell of the asperity pattern, which consists of a single

Fig. 5 Tribometer schematic

Fig. 6 Exp. friction coefficients „7 mm tall asperities … Fig. 7 Exp. friction coefficient versus asperity height
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asperity and its surrounding cavity~area between asperities!. Fig-
ure 8 shows a single unit cell and the adjacent asperities for the
hexagonal pattern. All asperities are equally spaced, therefore
each asperity has a hexagonal unit cell as shown. Each vertex of
the hexagonal unit cell is the circumcenter of an equilateral tri-
angle formed by the centers of the corresponding three asperities.
The pressure distribution at these vertices and at the midpoints
between any two asperities is equal to the ambient pressure,P` .
The hexagonal unit cell boundary is therefore an isobar. Taking
the approach as in@15#, both the hex boundary and asperity are
approximated as circles with radii,R1 andR0 , respectively. Fig-
ure 9 shows the interaction of the rotating surface~slider! with a
single asperity of height,h1 . The lubricant has absolute viscosity,
m, film thickness,h0 , and the rotating ring has an average linear
velocity,U. Assuming a perfectly flat asperity land, the film thick-
ness is then

h~r !5H h0 r ,R0 ~above asperity!

h11h0 r .R0 ~between aperities!
. (1)

Further, assuming laminar flow of a thin film, no pressure varia-
tion across the film, no slip at the film boundaries, negligible body
forces, and a Newtonian fluid with constant density and constant
viscosity across the film, Reynolds equation governs the steady-
state pressure distribution in both the region above the asperities
and between the asperities. Since the film thickness is constant in
both regions, Reynolds equation reduces to Laplaces equation,
@15#:

]

]r

r ]P

]r
1

1

r

]2P

]u2 50 (2)

whereP(r ,u) is the hydrodynamic pressure. Note that Reynolds
equation is limited to smaller values ofh1 /h0 where the laminar
flow and negligible fluid inertia assumptions remain valid, and to
lower shear rates where the Newtonian fluid assumption remains

valid. The solution for the steady-state pressure distribution both
above and between the asperities and including the interaction of
adjacent asperities is then~see@15# for details!

P~r ,u!5p~r !cosu (3)

where

p~r !5
26mUR0h1
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c (4)
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c55
r

R0
0<r/R0<1 ~above asperities!

S R0

r
2d2

r

R0
D

~12d2!

1<r/R0<R1 /R0 ~between asperities!

.

(5)

The parameterd2 is the asperity area fraction, which is defined as
the ratio of the asperity area to the total unit cell area or
(R0 /R1)2.

Figure 10 shows the resulting pressure distribution over a unit
cell for the thrust ring sample geometry with asperity height,h1
514mm and a slider speed of 2500 rpm~3.5 m/s!. It is well
known that the hydrodynamic load generating mechanism for sur-
face asperities is the local cavitation effect, which limits the lower
bound on the pressure distribution to the cavitation pressure~ei-
ther the fluid vapor pressure or the pressure at which the fluid is
saturated with the gas dissolved in it.! For simplicity, the load
support per unit area of the thrust ring is computed using the
approach in@11,15,25# that assumes the half Sommerfeld cavita-
tion condition. While this assumption results in a lower bound on
the actual load capacity, this is sufficient for discussion since the
trends are largely preserved. Using the half Sommerfeld condition
the pressureP(r ,u) is replaced with the cavitation pressure,Pc ,
wheneverP(r ,u)<Pc . The resulting total load support per unit
area of thrust ring surface area is calculated as

W5
d2

pR0
2 E

0

2pE
0

R1

P~r ,u!rdrdu. (6)

In addition to the pressure distribution and load capacity, an

Fig. 8 Asperity pattern and isobars

Fig. 9 Asperity layout

Fig. 10 Pressure distribution over unit cell
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expression for the friction coefficient is arrived at by considering
the total frictional force over the thrust ring surface:

F f5E tdA (7)

where the shear stress is approximated by

t>
mU

h
. (8)

Using the film thickness of Eq.~1! in ~7! and~8! yields an expres-
sion for the coefficient of friction as

f 5
mU

W Fd2

h0
1

~12d2!

h01h1
G . (9)

Clearly, for very large asperity area fractions,d2, the area above
the asperity dominates the friction coefficient, and for very low
values the area between asperities will dominate.

Discussion

Comparison of Theory and Experiment. The experimental
friction coefficients presented in Fig. 8 were used directly in Eq.
~9! to compute an experimental film thickness. A theoretical film
thickness was estimated by using the experimental values for ap-
plied load, viscosity, asperity height, surface velocity, and geom-
etry in the hydrodynamic model. The theoretical film thickness
was then used in Eq.~9! to compute a theoretical friction coeffi-
cient for comparison.

Table 2 compares the experimental and theoretical friction co-
efficients. The theoretical results are consistent with the experi-
mental ones, predicting full film load support for 3mm, 7mm, and
14 mm asperity heights and no load support~mixed lubrication!
for the 100mm tall asperities. The theoretical friction coefficients
are somewhat larger than the experimental ones but on the same
order. The trends are similar and both indicate that an optimal
asperity height of around 7mm minimizes friction over the test
conditions. Finally, a drastic increase occurs in the experimental
friction between the 14mm and 100mm cases~from 0.32 to 0.65,
which is close to the boundary lubricated value of 0.75!. This is
consistent with a loss of full film lubrication conditions. As a
further comparison, the magnitudes of the friction coefficients re-
ported in this study are in the range of those reported in@16# for
oil lubricated positive asperities operating at similar bearing num-
bers ~friction coefficients there were as high as 0.8 in full film
operation!. This is in contrast to more recent work,@23,24#, where
friction coefficients significantly less than 0.1 were reported for
water lubricated seals with deterministic asperities. Table 2 also
summarizes the theoretical and experimental film thickness. The
theoretical values are slightly lower than the experimental values
but within about 20%. Further, both sets of data indicate that the
average film thickness~which includes the asperity height! in-
creases as the friction coefficient decreases, as one would expect
from Eq. ~9!.

The model is used further to investigate the existence of an
asperity geometry and layout that would result in a lower friction
coefficient than those measured for the same operating conditions.
Figure 11 shows the friction coefficient versus asperity area frac-
tion for 7 mm tall asperities. The friction coefficient is plotted for
2.5, 0.53, and 0.10 asperities/mm2. The point corresponding to the
experiment is also indicated. This figure shows that with proper
asperity pattern geometry, the friction coefficient can be reduced
by more than 60% over the plain thrust ring~from 0.39 to 0.15!.
The figure also indicates that friction increases drastically if the
asperity area fraction is at either extreme. This trend was also
found in Ref.@11# for negative asperities. Finally, Fig. 11 indicates
that the friction coefficient decreases with a smaller number of
asperities/mm2. Physically, this means that for the medium weight
oil the optimal asperity distribution is a small number of large
diameter asperities~aspect ratios of around 0.004!. This is consis-
tent with the trend found in@11# that showed the optimal asperity
size increases with fluid viscosity.

Practical Considerations. The results of this study clearly
demonstrate that the addition of LIGA micro asperities to a thrust
surface leads to an increase in hydrodynamic lubrication and re-
sults in lower friction coefficients. This benefit, however, comes at
the expense of a larger average film thickness, which leads to an
increase in bulk fluid flow through the asperity field. In the case of
a bearing this increases the oil supply flow rate through the sur-
face. In the case of a seal this increases the leakage rate and calls
into question the effectiveness of using surface features in these
applications. However, there are several arguments in favor of
asperities on seal faces. First, the increased leakage can be allevi-
ated somewhat by using negative asperities which results in a
smaller average film thickness. A second approach is to use de-
signs such as those in@26,27# that use positive upstream pumping
features to limit leakage. Finally, the increased lift due to asperi-
ties allows the use of a higher spring load in seal applications that
can reduce the film thickness to a point with acceptable leakage
and friction torque.~In the case of positive asperities this is less
effective.! The increased spring load has the added benefit of
reducing the tendency of secondary seals to hang up during
operation.

The results demonstrate that the LIGA manufacturing method is
capable of producing large fields of very accurate, deterministic
surface features on thrust surfaces. Using information from Refs.
@12, 13, 14, 24#, Table 3 was compiled as a comparison between
LIGA and the laser texturing method. LIGA can produce either
positive ~proturberances! or negative~recesses! asperties of any
cross section, where laser texturing can produce only negative
asperities of spherical or conical geometry. Negative asperities are
advantageous in many sealing applications,@11–14#, because the
leakage across the seal face is minimized for the same film thick-

Table 2 Experiment versus theory for 0.1 N Õmm2, 2500 rpm

Asperity
Height

h1

Experiment Theory

Friction
Coeff.

Film
Thickness

ho

Friction
Coeff.

Film
Thickness

ho

Plain 0.39 8.8mm — —
3 mm 0.34 9.3mm 0.40 8.0mm
7 mm 0.30 9.7mm 0.37 7.8mm
14 mm 0.32 8.1mm 0.52 4.8mm
100 mm 0.65 — — —

Boundary 0.75 — — —

Fig. 11 Theoretical friction coefficient for 7 mm height
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ness. However, positive asperities are advantageous in other de-
signs,@26,27#, because they can be used for upstream pumping.
LIGA clearly has more flexibility in fabricating a significantly
larger range of different asperity geometries, offering the oppor-
tunity for many more designs.

One present limitation with LIGA is in generating asperities
with other than vertical sidewalls. Reference@28# discussed two
possible mechanisms that may be the cause of enhanced lubrica-
tion when using asperities:~1! the hydrodynamic lift at each as-
perity is increased; and~2! the asperity cavities serve as reserviors
that supply an even distribution of fluid to a larger number of
asperities~less lubricant starvation!. In the case of the former,
laser texturing has an advantage over LIGA due to the spherical or
conical shape which enables a continuously converging wedge. In
the case of the latter effect, the LIGA asperities with vertical side-
walls would be just as effective. The author is aware of at least
one research effort with LIGA that is making progress towards
tapered~nonvertical! sidewalls and may alleviate this limitation.

From a materials perspective LIGA is capable of producing
asperities in electrodeposited metals~predominantly nickel!, gel-
cast ceramics such as silicon nitride and molded plastic or rubber
parts. This places LIGA somewhat at a disadvantage to laser tex-
turing which machines asperities directly into the native compo-
nent material. The laser process, however, may result in a heat
effected zone with localized cracks around the asperities,@24#.
This effectively decreases the fatigue resistance of the material.

Finally, the relative manufacturing cost of the two processes
depends upon the component being produced. LIGA is more ex-
pensive at the front end of the process, requiring a synchrotron
radiation source. However, progress is being made in the use of
photolithography using UV light in place of X-rays that will sig-
nificantly reduce this cost. Secondly, since LIGA is a molding
process, the cost of the initial exposure can be spread out over
many mass produced units. In the final analysis, each manufactur-
ing technique has its own advantages and disadvantages depend-
ing upon the specific design goal.

Conclusions and Summary
This paper described the LIGA fabrication method that was

recently configured to produce large fields of deterministic micro
asperities on bearing and seal geometries. A sample bearing sur-
face was fabricated, and SEM and three-dimensional surface pro-
filometry demonstrated that the LIGA method was successful in
producing controllable and repeatable deterministic micro asperi-
ties with submicron accuracy of form, 13 nm Ra surface rough-
ness on the asperity tops~land! and flatness to within 3.9mm/mm.
A series of tribology tests in an oil bath indicated that the presence
of the deterministic micro asperities reduced the coefficient of
friction between 14–22%. The experimental results also demon-
strated the existence of an optimal asperity height for a given

array geometry. Finally, theoretical results indicated that a further
decrease in friction coefficient is achievable if asperity geometry
and layout are optimized.
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Introduction
A probabilistically based damage tolerance software code

called DARWIN™ ~Design Assessment of Reliability With In-
spection! has been developed to supplement the current safe-life
approach for low-cycle fatigue design of titanium disks/rotors in
aircraft gas turbine engines. DARWIN™ is a computer program
that integrates finite element stress analysis, fracture mechanics
analysis, nondestructive inspection simulation, and probabilistic
analysis to assess the risk of rotor failure. It computes the prob-
ability of fracture as a function of flight cycles, considering ran-
dom defect occurrence and location, random inspection schedules,
and several other random variables. Both Monte Carlo and ad-
vanced, fast integration methods are integral to the probabilistic
driver. A fracture mechanics module, called FlightILife, is also
incorporated in the code. In addition, a user-friendly graphical
user interface~GUI! is available to handle the otherwise difficult
task of setting up the problem for analysis and viewing the results.

Previous papers,@1–3#, and a report,@4#, have reported on the
detailed ingredients contained within DARWIN™ and the meth-
odology used in performing a probabilistic analysis with this code.
With the Federal Aviation Administration~FAA! having recently
stated that DARWIN™ is an acceptable tool to conduct risk
analyses for certification of new titanium rotor designs in compli-
ance with Advisory Circular 33.14, the purpose of this paper is to
describe several recent enhancements to DARWIN™ that ensure
risk convergence and substantially reduce the total engineering
time needed to reach convergence; to summarize the results to
date of industry evaluations of the code; and to describe several
supplementary tasks that address fatigue crack growth~FCG! be-
havior from hard alpha~HA! anomalies in titanium.

The developments summarized in this paper represent the col-
lective contributions of the program team: Southwest Research
Institute, General Electric, Honeywell, Pratt & Whitney, and
Rolls-Royce as well as the Rotor Integrity Subcommittee~RISC!
of the Aerospace Industries Association.

Enhanced DARWIN™ Capabilities
Previous versions,@5,6#, of DARWIN™ provided the capability

to predict the risk of fracture associated with hard alpha defects in
titanium disks. The risk solution obtained from the zone-based
methodology, however, is dependent upon the discretization of the
risk zones~i.e., size and number of zones!. A zone refinement

methodology was recently implemented in DARWIN™~version
3.5! to assist the user with zone discretization. The methodology,
shown in Fig. 1~a! can be summarized as follows:

1. Define initial zones~initial discretization!.
2. Execute DARWIN™ risk assessment code.
3. Evaluate results. If total risk is less than or equal to design

target risk or if a converged solution~i.e., small change in disk
failure probability! is obtained, analysis is complete~code termi-
nated!.

4. If further analysis is required, the user selects zones to be
refined based on zone risk contribution factors~i.e., relative con-
tribution of each zone to the total risk of the disk!. Selected zones
are automatically subdivided based on the centroid of each zone.

5. User defines fracture mechanics parameters associated with
newly subdivided zones~return to step 2!.

Since the zone-based risk methodology requires that hard alpha
defects be placed in the life-limiting location of each zone, the
total disk risk decreases with increasing discretization~i.e., prob-
ability of fracture decreases as the number of zones is increased!
because the location of the defect in most of the subdivided zones
is less severe than the original life limiting location in the parent
zone.

The red zones in Fig. 1~a! indicate the zones whose contribu-
tion to the disk risk exceeds a specified percent threshold, e.g.,
2%. When a zone is subdivided, its percent contribution is re-
duced because the volume of the zone is reduced, thus, the prob-
ability of the zone containing a defect is reduced. Also, as men-
tioned above, the location of the defect in most subdivided zones
is less severe than the original life limiting location. Typically,
refinement continues until all zones fall below the threshold value.

When using a zone-based risk method, the zone boundaries
often conflict with the existing element boundaries defined in the
original finite element~FE! mesh ~e.g., optimum zone smaller
than a single finite element!. The solution is to refine the mesh for
setting zone boundaries for risk integration. The refined mesh is
not used for further analysis; the FE results are merely interpo-
lated for the new mesh. Several new features are provided in
DARWIN™ ~version 3.5! to assist the user with element discreti-
zation. Two of these new features, element refinement and onion
skinning, are shown in Figs. 1~b! and ~c!, respectively. The ele-
ment refinement feature allows the user to subdivide any ele-
ment~s! into a 232 set of four elements. Onion skinning divides
any element on the surface of the model into two elements—an
element of user specified depth normal to the surface and an ele-
ment containing the remaining material.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The Neth-
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Further details on the zone and element refinement capabilities
are contained in Ref.@7#.

Enhanced Fracture Mechanics Capabilities. The
FlightILife fracture mechanics module in DARWIN™ currently

contains a limited but sophisticated set of stress intensity factor
~K! solutions focused on rotor geometries. In addition to the origi-
nal polynomial formulations, the code now contains new weight
function formulations for semielliptical surface and elliptical em-

Fig. 1 Summary of element and zone discretization features associated with DARWIN™ „3.5 release …
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bedded cracks in rectangular plates under univariant stress gradi-
ents. Both sets of solutions can address off-center cracks with
crack aspect ratios from near 0 up to 2.0. A corner crack plate
solution for uniform and linear bivariant stress gradients is also
available.

Extension of DARWIN™ to address surface damage issues re-
quired implementation ofK solutions for corner, surface, and
through cracks growing from holes. A new set of weight function
solutions for univariant stress gradients have recently been devel-
oped, based on a large matrix of reference solutions generated
with the FADD-3D boundary element code,@8#

DARWIN™ Evaluation by Industry
Various DARWIN™ capabilities have been independently

evaluated by aircraft gas turbine manufacturers~OEMs! that are
members of the program team or members of the AIA Rotor In-
tegrity Subcommittee. The evaluations included one-to-one com-
parisons with their own codes as well as assessments of DAR-
WIN™ predictions compared to actual field experience.

The first set of evaluations involved the prediction of low-cycle
fatigue crack propagation lives for different locations in a hypo-
thetical Ti-6A1-4V rotating ring. Comparisons were made be-
tween the FlightILife fracture mechanics code that is embedded in
DARWIN™ ~but can be run as a stand-alone code! and various
fracture mechanics codes in use by the manufacturers. Results of
the analyses for one disk location are shown in Fig. 2. It can be
seen that the FlightILife results are typically bracketed by the
results obtained by the OEMs

A second set of evaluations for the rotating ring was a compari-
son of the probability of failure in 20,000 cycles for certain load-
ing conditions. This comparison is shown in Fig. 3 where it can be
seen that DARWIN™ compares very favorably with the risk val-
ues computed independently by one manufacturer using their own
code and by other OEM’s using the DARWIN™ probabilistic
algorithms with their own fracture mechanics modules.

In addition, one manufacturer assessed the field experiences of
over 50 engine disks of varying levels of maturity using DAR-
WIN™. This included various titanium alloys with different disk
and hub geometries. The computed probability of fracture predic-
tions for a subset of a fleet involving 2 billion part cycles was
combined with the representative fleet population and accumu-
lated cycles to predict the number of fractures and finds~HA
detection prior to fracture!. The probability of fracture predictions
were reasonably consistent with earlier results used by the AIA
Rotor Integrity Subcommittee to set the initial HA defect distri-
butions@9#.

Another manufacturer performed a one-to-one comparison be-
tween their own code and DARWIN™ predictions for a compres-
sor disk. The risk predictions compared favorably, and the DAR-
WIN™ analyses could be completed in less than half the total
engineering time required by the corresponding OEM tool.

Characterization and Verification of Material Behavior

Vacuum Fatigue Crack Growth Behavior. DARWIN™ in-
cludes a library of FCG rate properties for rotor materials. Only
minimal data are provided for air environments, since most DAR-
WIN™ users~engine companies! have their own proprietary da-
tabases. However, DARWIN™ will provide more extensive data-
bases for FCG behavior in vacuum environments, which are
relevant to embedded cracks growing in isolation from the atmo-
sphere. Because FCG rates in vacuum can be substantially differ-
ent from FCG rates in air, especially at lowDK, characterization
of vacuum behavior is especially important since most HA defects
are in subsurface locations.

Since extensive vacuum data are not commonly available, the
TRMD program is conducting a testing program to generate
vacuum FCG data on select rotor alloys. Tests are being con-
ducted in engine company labs following their conventional test
protocols: surface crack tension and single edge notch button head

Fig. 2 Cycles to failure vs. initial flaw size for the Flight OLife fracture mechanics module in DARWIN™ compared to OEM
fracture mechanics codes
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specimens, and DCPD crack length monitoring. Vacuum levels
are greater than 1027 Torr and test frequencies are 0.33 to 1 Hz.
Stress ratios range from 0.05 to 0.75.

Experiments at relevant temperatures have been completed on
three titanium alloys, Ti-6Al-4V, Ti-6Al-2Sn-4Zr-2Mo1Si, and
Ti-17b. Early results were documented in@10#. Testing is cur-
rently underway on two conventional nickel-base rotor alloys, In-
conel 718 and Waspaloy, and limited tests are planned on repre-
sentative powder metallurgy nickel-base alloys.

Static and Fatigue Behavior of Hard Alpha Defects

Laboratory Tests. The AC33.14 risk assessment procedure as-
sumes that HA defects are cracked during the forging process and
that FCG from the defect into the surrounding titanium matrix
begins essentially on the first cycle of service loading. In order to
assess the potential conservatism of this assumption, laboratory
tests were conducted on coupons containing artificial or natural
HA defects. Test procedures and early results were documented
previously,@11#. Acoustic emission methods were used to sense
cracking in embedded defects. High stress ratio fatigue marker
bands were applied to assist in post-test fractographic interpreta-
tion of results.

Static tests showed that HA defect cores and the surrounding
diffusion zones exhibited multiple cracking at very low static
stresses~5–40 ksi! when the defects were surface-connected.
When the defects were embedded, substantial cracking apparently
did not occur until static stresses exceeded 90–100 ksi.

Fatigue tests with embedded defects exhibited somewhat longer
lives and higher threshold stresses than expected, and this was
apparently due to delays in FCG into the matrix. Diffusion zones
exhibited some resistance to fatigue crack growth, albeit a lower
resistance than matrix material. Marker banding of cracks that had

grown into the matrix well beyond the defect showed that crack
growth rates agreed with predictions based on vacuum data. Syn-
thetic and natural defects behaved similarly.

Spin Pit Tests. Three forgings with simple sonic shapes that
were manufactured for separate studies of the forging deformation
process were also spin pit tested in conjunction with evaluation of
the fracture mechanics model. All forgings contained a single sig-
nificant HA defect located by design in a high stress region of the
disk. One forging contained a synthetic defect, and two forgings
contained natural defects obtained from an independent NDE
study of a contaminated billet. As in the coupon tests, the disks
exhibited higher threshold stresses than anticipated. After applied
stresses were increased, cracks in two of the disks grew to rupture;
the third test was halted prior to rupture and the disk sectioned.
Crack growth predictions using FlightILife showed general agree-
ment with measured behavior at these higher stresses.

Analysis of Residual Stresses Around Hard Alpha.HA defects
and the surrounding matrix material contain residual stresses due
to differential thermal contraction of defect and matrix during cool
down from the final heat treatment. A brief analytical study of
these residual stresses was conducted to evaluate their potential
contribution to the enhanced static and fatigue strengths of em-
bedded defects. The study employed simple elastic models of
spherical and cylindrical defects,@12#, and values of the coeffi-
cient of thermal expansion for both HA and matrix material that
were experimentally measured for the program at GE CR&D. The
models successfully explained the observed experimental behav-
ior in the laboratory tests. Parameter studies indicated that residual
stress effects could be substantial at lower applied stresses but
might be negligible at higher applied stresses. Ignoring these re-
sidual stresses is conservative.

Fig. 3 Summation of the probability of failure for 12 zones computed entirely using DARWIN™ and by OEMs using
DARWIN™ in conjunction with their own fracture mechanics codes

158 Õ Vol. 126, JANUARY 2004 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Summary
Recent progress in the development of a probabilistic damage

tolerance software code, DARWIN™, has been highlighted, in-
cluding a zone refinement methodology for risk convergence, au-
tomated creation of thin surface zones, ability to modify the origi-
nal finite element mesh, and enhancements to the fracture
mechanics capabilities. Successful, independent evaluations of
DARWIN™ by engine manufacturers were also discussed in
terms of comparative crack propagation lives and risk assessments
as well as engineering time required to perform an analysis. The
fatigue behavior of titanium containing hard alpha~HA! anoma-
lies was also determined to evaluate the assumption that cracks
immediately start to propagate from precracked HA on the first
flight cycle. It is shown that this is generally a conservative
assumption.
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Fatigue Crack Growth Life
Prediction for Surface Crack
Located in Stress Concentration
Part Based on the
Three-Dimensional
Finite Element Method
Fatigue crack growth prediction methods using three-dimensional finite element analyses
were investigated to improve the predictability of part-through surface crack growth life.
First, a direct analysis method of cyclic finite element analysis was adopted. Fatigue
crack growth was predicted on a step by step basis from the Paris’ law using stress
intensity factor range~DK! calculated by the three-dimensional finite element method.
This method takes the procedure of cyclic operation of finite element analysis modeled
with crack tip elements, crack growth increment calculation and remeshing of the finite
element model. Second, a method based on the influence function method for theDK
calculation directly using three-dimensional finite element method analysis result has
been developed and applied. It was found that crack growth prediction based on the step
by step finite element method and the method based on the influence function method
showed good correlation with the experimental results if Paris’ law coefficient C, deter-
mined by CT specimen, was appropriately used for a semi-elliptical surface
crack. @DOI: 10.1115/1.1619425#

Introduction

Predictability of fatigue crack growth life is a key term in dam-
age tolerance design as well as crack inspection ability of a non-
destructive test. The material surface of stress concentration part
is a major site of fatigue crack initiation and in many cases the
crack configuration is a part-through surface crack such as a semi-
circle or semi-elliptical shape. Therefore, part-through surface
crack growth analysis is a major problem in damage tolerance
design of turbomachinery.

In this study, fatigue crack growth prediction methods using
three-dimensional finite element analysis were investigated to im-
prove the predictability of surface crack growth life by taking into
account the stress distribution in a crack section as exact as pos-
sible.

First, a direct fatigue crack growth analysis method using the
step by step finite element analysis procedure was investigated.
The method takes the step by step operation of three-dimensional
finite element method analysis with crack tip elements to calculate
the stress intensity factor rangeDK, crack growth increment cal-
culation, and remeshing of the finite element model corresponding
to a new location of a crack front,@1–3#.

Second, a simplified method of fatigue crack growth analysis
based on the influence function method,@4,5#, for DK calculation
was investigated. The method uses the database of influence co-
efficients for a semi-elliptical surface crack developed by Shiratori
et al. and uses the three-dimensional finite element analysis result.
The authors developed a crack growth analysis system based on

the influence function method forDK calculation by the direct use
of three-dimensional finite element method input data and three-
dimensional finite element method result,@6#.

With the above-stated two methods it is possible to calculate
DK under an arbitrary distributed stress field. And fatigue crack
growth tests were conducted with specimens that have the stress
concentration part derived from the rib on the specimen’s main
plate to investigate the effectiveness of the methods. The speci-
mens were designed to have a stress concentration part producing
an arbitrary distributed stress field not only in the plate thickness
direction but also in the plate width direction. In this point, the
above-mentioned two methods are desired to be more effective for
fatigue crack growth life prediction than the linear approximation
method that takes into account the nonlinear stress distribution
only in the thickness direction of the center of plate width.

Fatigue Crack Growth Tests
Aluminum alloy A5083-O was used for the specimen. Its me-

chanical properties and the chemical composition are shown in
Table 1 and Table 2, respectively.

Tensile and bending plate specimens with a stress concentration
part caused by the rib on the main plate were used in the fatigue
crack growth tests. All tests are conducted at room temperature. In
the first step, to introduce the fatigue crack in the specimen, the
specimen has a crack starter notch as shown in Fig. 1. And after
the part-through surface crack was introduced in the center of the
specimen by fatigue loading, the starter notch was removed. The
maximum fatigue pre-cracking load was within the maximum
load level of the fatigue crack growth test after pre-cracking.
Specimen size and configurations for cyclic tensile and bending
loading crack growth tests are shown in Fig. 2. And the detailed
dimensions are shown in Table 3. The geometrical definitions of a
surface crack are shown in Fig. 3. Initial crack sizes introduced by
the pre-cracking starter notch and stress range condition for crack

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
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growth tests are shown in Table 4 and Table 5, respectively. All
tests are set at the stress ratio~minimum stress/maximum stress!
R50.1. Tensile and four-point bending test facilities are shown in
Fig. 4. And the dimensions of the propagating surface crack were
measured by the beach mark caused by changing the stress range.
Fracture surfaces are shown in Fig. 5.

Crack Growth Analysis Procedure

Paris’ lawda/dN5C(DK)m was adopted for the crack growth
rule and the material constantsC andm were determined from the
crack growth test with the CT specimen based on the ASTM E647
method. The constantsC58.692310211 and m53.17 were em-
ployed (da/dN is measured in the m/cycle andDK in MPaAm)
under stress ratioR50.1. The obtainedda/dN;DK curve is
shown in Fig. 6.

It has been assumed that fatigue cracks grow in an almost semi-
elliptical shape, that is, the semi-minor and major axes suffice in

defining the crack front. Paris’ law for semi-elliptical surface
crack can be defined independently at points A and C at the crack
front,

da/dN5Ca~DKa!m for crack deepest~A! point (1)

dc/dN5Cc~DKc!
m for plate surface~C! point. (2)

However, in fatigue crack growth analysis for semi-elliptical
surface crack, Newman and Raju@7#, Jolles and Tortoriello@8#,
and A. Hosseini and M. A. Mahmoud@9# suggested thatCc

5(0.9)mCa . This suggestion was based on experiments reported
by Corn @10# showing that for surface cracks under tension and
bending fatigue loads show that small semicircular surface cracks
tend to grow semicircular for lowa/t ratios. Because the stress
intensity factor solution for the semicircular crack shows that the
stress intensity factor at point C is about 10% higher than the
value at point A, so the coefficientCc was assumed to beCc

5(0.9)mCa so that a small semicircular crack would be predicted
to initially retain its shape. One reasonCa is not equal toCc may
be the changing relationship between the stress intensity factor
and the crack growth rate as the stress state changes from plane
stress on the front surface to plane strain at the maximum depth
point, @7#. In crack growth analysis, for simplicity, following three
cases were investigated:

aCa5Cc5C (3)

bCa5C,Cc5~0.9!mCa (4)

c~Ca1Cc!/25C,Cc5~0.9!mCa (5)

Step by Step Finite Element Method
A direct method to simulate fatigue crack growth using the

three-dimensional finite element method was investigated. Fatigue
crack growth was predicted on a step by step basis from the Paris’

Table 1 Mechanical properties „R.T.… of A5083-O used

Yield
stress~0.2%!
~MPa!

Tensile
strength
~MPa!

Elongation
~gauge length:

50 mm!

155 315 20.6%

Table 2 Chemical composition of A5083-O used „mass % …

Si Fe Cu Mn Mg Cr Zn Ti

0.13 0.19 0.03 0.68 4.61 0.09 0.01 0.02

Fig. 1 Specimen with crack starter notch

Fig. 2 Fatigue crack growth test specimen

Table 3 Dimensions for tensile and bending specimens

Specimen No.
d

~mm!
g

~mm!
R

~mm!
W

~mm!

No. B1 and No. T1 7 10 1.5 10
No. T2 10 15 2.5 20

Fig. 3 Geometrical definition of surface crack

Table 4 Initial fatigue crack sizes

Specimen No. a0 ~m! 2c0 ~m!

B1 0.0025 0.004
T1 0.0025 0.005
T2 0.0051 0.0082

Table 5 Stress range condition „stress ratio RÄ0.1…

Specimen No.

Nominal
Tensile Stress

Range
Ds t ~MPa!

Nominal
Bending Stress

Range
Dsb ~MPa!

B1 — 70
T1 60 —
T2 60 —
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law using DK calculated by the finite element method. This
method has wide applicability to real complicated shape cracks in
a real engineering structure for it is based on three-dimensional
finite element analysis,@1–3#. The method takes the procedure of
cyclic operation of finite element analysis modeled with crack tip
elements forDK calculation, crack growth increment calculation,
and finite element re-meshing step by step. Both the quarter-point-
node crack opening displacement method proposed by Barsom
@11# et al. and the three-dimensionalJ-integral methods are used
to calculate the stress intensity factors. The determination of the
stress intensity factor is due to the conversion method from
J-integral calculated by ABAQUS code. In plane-strain condition,
the stress intensity factor andJ-integral have the relationship

K5A JE

12n2 (6)

where E is Young’s Modulus,n is Poisson’s ratio,J is the
J-integral andK is the mode I stress intensity factor.

The crack growth increment procedure is based on Paris’ law.
The number of increment cyclesDN corresponding to controlled
crack depth incrementDa is determined by Eq.~7!. The corre-
sponding crack half-length incrementDc is determined by Eq.
~8!.

DN5Da/~CaDKa
m! (7)

Dc5Cc~DKc!
m
•DN (8)

After this procedure, the re-meshing procedure of the finite el-
ement model to a new position which defines the new crack front
enables the next step finite element analysis. A finite element
mesh example is shown in Fig. 7 for a No. T2 specimen.

Influence Function Method Directly Using the Three-
Dimensional Finite Element Method Result

The influence function method take an effective procedure to
calculate stress intensity factor at the deepest~A! point and at the
plate surface~C! point of semi-elliptical surface crack under arbi-
trary distributed stress field,@4,5#. TheK-value at the crack deep-
est point and at the plate surface point can be found from the
arbitrary distributed stress field over a virtual crack surface ac-
cording to the following equation:

Ki5(
j 51

n

Ki j s j (9)

whereKi j is the influence coefficient that is the stress intensity
factor of a surface crack acted on by a unit force at one node on a
crack surface. In Eq.~9!, n denotes the number of nodes on crack
surfaces at whichKi j are defined, andKi are theK-values at
nodes on the crack front of a surface crack. In this study, they are
denoted asKa at a node on the crack bottom andKc on the plate
surface. A benefit of influence function method is that it is not
necessary to model crack tip elements if influence coefficients are
prepared. The values ofKi j have been established as a database by

Fig. 5 Fracture surface of bending and tension specimen; „a…
bending specimen „No. B1 …, „b… tensile specimen „No. T1…

Fig. 6 Material properties of fatigue crack growth with CT
specimens

Fig. 4 Fatigue crack growth test facilities; „a… tensile test facil-
ity, „b… four-point bending test facility
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Shiratori et al. for various types of surface cracks,@5#. For sim-
plification of the analysis, the authors developed a system per-
forming K-value calculation by the influence function method and
crack growth analysis. In the system, the values ofs j in Eq. ~9!
can be directly determined from the three-dimensional finite ele-
ment method input data and nodal stress of three-dimensional fi-
nite element method results,@6#.

In order to determine nodal stresss j , three-dimensional finite
element method analyses were conducted. The finite element
method model is not needed to include crack tip configurations in
the influence function method. For example, the finite element
model used for the influence function method is shown in Fig. 8.

And Fig. 9 shows the arbitrary distributed stressessn normal to
the virtual crack surface in each specimens calculated by the
three-dimensional finite element method.

Linear Approximation Method
In conventional crack growth analysis for a semi-elliptical sur-

face crack according to the method of ASME Code Sec. XI or
other standards, the nonlinear stress distribution along plate thick-
ness will be normalized to the linear approximation and decom-
position into tensile and bending stress components. This study
also employed this linear approximation method, as a conven-
tional method~called the linear approximation method!. For linear
approximation of stress range, the stress value at the surface and
that at the bottom of the crack are connected by a straight line as
shown in Fig. 10.s t represents the nominal tensile stress compo-
nent andsb the nominal bending stress component. Afters t and
sb are determined for update of the surface crack size, the crack
growth analysis was performed according to theK-value calcula-
tion by the Newman and Raju equation,@12#. In this method non-
linear stress distribution was determined from three-dimensional
finite element method analysis for each specimen as already
shown in Fig. 9.

Predicted Results and Discussions
Crack growth analysis are conducted and appropriate Paris’ law

coefficients of Eqs.~3!–~5! are investigated.

Fig. 7 Example finite element mesh used in step by step finite
element method „No. T2 specimen, 1

4 model …

Fig. 8 Finite element model used for influence function
method „specimen No. B1, 1

4 model …

Fig. 9 Stress distribution by finite element analysis with no
crack; „a… stress distribution along thickness direction, „b…
stress distribution along plate width direction
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Figure 11 shows crack depth (a) and crack surface length (2c)
predicted results, respectively, of the step by step finite element
method in comparison with experimental data. The results have
generally good correlation with experimental results for each
specimen. And the Paris’ law coefficients of Eq.~5! for crack
growth rule gives the best predicted results. The Paris law coeffi-
cients of Eq.~4! gives a little unsafe side predicted results.

Figure 12 shows crack depth (a) and crack surface length (2c)
prediction of the method by the influence function method directly
using the three-dimensional finite element method results. The
results of the influence function method have good correlation
with experimental data, especially for crack depth prediction. In
the influence function method, the Paris’ law coefficients of Eq.
~4! for crack growth rule gives the best predicted results.

By these results, it has been found that analysis precision can be
tuned if the coefficientCa for the deepest point andCc for plate
surface point were appropriately used based on the relationship of
Cc5(0.9)mCa . In the step by step finite element method, the
relationship (Ca1Cc)/25C,Cc5(0.9)mCa gives the best correla-
tion with test data. In the influence function method,Ca5C,Cc

5(0.9)mCa gives the best correlation with test data.
Figure 13 shows the predicted results of the conventional

method based on linear approximation of nonlinear stress distrib-
uted in the thickness direction. The linear approximation method
gives very conservative results. This tendency is remarkable for
deep cracks of each specimen and especially for bending speci-

Fig. 10 Linear approximation method

Fig. 11 Comparison between predicted results by step by step
finite element method; „a… crack depth a, „b… crack surface
length 2 c

Fig. 12 Comparison between predicted results by influence
function method and experiments; „a… crack depth a, „b… crack
surface length 2 c
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men. In the specimens, a nonlinear stress distribution builds up
not only along plate thickness but also along plate width under the
influence of stress concentration by the rib on main plate. There-
fore, DK-value determined from the approximated linear distribu-
tion in the thickness direction tends to be evaluated on the safe
side, especially for the bending stress state.

On the other hand, fatigue crack growth analyses were con-
ducted using nominal stress shown in Table 5 based on the New-
man and Raju equation. This method only takes into account
nominal stress and ignores a rising stress component from the
nominal stress derived from the stress concentration part. Figure
14 shows that the result gives unsafe side prediction. This indi-
cates the significance of the appropriate consideration in the stress
concentration effect on fatigue crack growth life prediction.

It can be able to interpret the above four predicted results by the
change trend of stress intensity factor as crack growth. For in-
stance, the change trend of the stress intensity factor at the deepest
point Ka and at the surface pointKc in the case of specimen No.
B1 and Paris’ law coefficients (Ca1Cc)/25C,Cc5(0.9)mCa are
shown in Fig. 15.

Conclusions
Fatigue crack growth prediction methods using three-

dimensional finite element analysis were investigated to improve
the predictability of the surface crack growth life by taking into
account the stress distribution in the crack section as exact as
possible. Fatigue crack growth tests were conducted with the
specimens that have a stress concentration part derived from the

rib on the main plate to investigate the effectiveness of the above-
mentioned methods. Conclusions of this study are given as fol-
lows.

1. It was found that predicted results of the step by step finite
element method have generally good correlation with experimen-
tal results for each cyclic tension and bending specimen.

2. A crack growth analysis system based on the influence func-
tion method forK value calculation by the direct use of three-
dimensional finite element method input data and three-
dimensional finite element analysis results was developed. Using
this system, it was found that fatigue crack growth predicted re-
sults by the influence function method have good correlation with
test data, especially for crack depth prediction.

3. Analysis precision can be tuned if Paris’ law coefficientsCa
for the deepest point andCc for the plate surface point were
appropriately used according to the relationship ofCc

5(0.9)mCa . In the step by step finite element method, the rela-
tionship (Ca1Cc)/25C,Cc5(0.9)mCa gives the best correlation
with the test data. In the influence function method,Ca5C,Cc

5(0.9)mCa gives the best correlation with test data.
4. Fatigue crack growth analysis by the step by step finite ele-

ment method and that by the influence function method turned out
to be more effective for growth analysis of surface cracks located
in the stress concentration part than the conventional linear ap-
proximation method.

Fig. 13 Comparison between predicted results by linear ap-
proximation method and experiments; „a… crack depth a, „b…
crack surface length 2 c Fig. 14 Comparison between predicted results by the method

using Newman and Raju equation based on nominal stress and
experiments; „a… crack depth a, „b… crack surface length 2 c
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Nomenclature

a 5 depth of semi-elliptical surface crack
c 5 plate surface half-length
t 5 plate thickness, m

Ca 5 Paris’ law coefficient for crack deepest point
Cc 5 Paris’ law coefficient for plate surface point

DKa 5 stress intensity factor range at deepest point
DKc 5 stress intensity factor range at surface point

J 5 J-integral
Ki j 5 influence coefficients used for influence function

method
N 5 number of loading cycles
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Effect of Optimization Criteria
on Direct-Injection Homegeneous
Charge Compression Ignition
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and Emissions Using Fully
Automated Experiments and
Microgenetic Algorithms
Homogeneous charge compression ignition (HCCI) is a new low-emission engine concept.
Combustion under homogeneous, low equivalence ratio conditions results in modest tem-
perature combustion products, containing very low concentrations of NOx and PM as well
as providing high thermal efficiency. However, this combustion mode can produce higher
HC and CO emissions than those of conventional engines. Control of the start of com-
bustion timing is difficult with pre-mixed charge HCCI. Accordingly, in the present study
charge preparation and combustion phasing control is achieved with direct injection. An
electronically controlled Caterpillar single-cylinder oil test engine (SCOTE), originally
designed for heavy-duty diesel applications, was converted to a direct-injection gasoline
engine. The engine features an electronically controlled low-pressure direct injection-
gasoline (DI-G) injector with a 60 deg spray angle that is capable of multiple injections.
The use of double injection was explored for emission control, and the engine was opti-
mized using fully automated experiments and a microgenetic algorithm optimization code.
The variables changed during the optimization include the intake air temperature, start of
injection timing, and the split injection parameters (percent mass of fuel in each injection,
dwell between the pulses) using three different objective (merit) functions. The engine
performance and emissions were determined at 700 rev/min with a constant fuel flow
rate at 10 MPa fuel injection pressure. The results show the choice of merit or objective
function (optimization goal) determines the engine performance, and that significant
emission reductions can be achieved with optimal injection strategies. Merit
function formulations are presented that minimized PM, HC, and NOx emissions,
respectively.@DOI: 10.1115/1.1635395#

Introduction
The US Environmental Protection Agency~EPA! and Califor-

nia’s Air Resources Board~CARB! are instituting mandates for
reducing the exhaust emissions from stationary and mobile IC
engines. The exhaust emissions standards phasing in for 2007 for
heavy-duty engines will be 0.25 g/kW-hr NOx1HC and 0.01
g/kW-hr PM, @1#. It will not be easy to reach these low emissions
levels for heavy-duty engines. Therefore, engine exhaust emis-
sions reduction studies are receiving a great deal of attention.

The HCCI mode is an alternative combustion concept for the
internal combustion engine. Like in SI engines, the fuel is homo-
geneously premixed with air if early injection is used~but with a
high proportion of air! and when the piston reaches top dead cen-
ter ~TDC! this lean mixture autoignites as in a diesel engine. Be-
cause mixing occurs before the combustion starts, cooler burning
occurs, and this causes reductions in NOx and PM emissions.
However, high unburned hydrocarbon~HC! and carbon monoxide
~CO! emissions can be produced due to incomplete combustion.

At the same time, it should be noted that there are other shortcom-
ings of current HCCI engine concepts, such as low maximum
power output, and difficulties in engine startup.

In direct injection spark ignition~DISI! gasoline engines, the
fuel is injected directly into the cylinder and stratified near the
spark plug. This allows for a flame to propagate, and fuel to be
consumed with excess oxygen around the flammable fuel charge.
The high-temperature flame produces NOx emissions similar to
those of a stoichiometric homogeneously charged engine. Due to
the fuel stratification, locally rich fuel regions can also produce
particulate matter~PM! emissions,@2#. Therefore, the current limi-
tations on NOx and particulate emissions of DISI engines have
stimulated further investigation in alternative combustion systems
like HCCI, which produces significantly lower emissions through
overall lean operation,@3#. However, only a few studies on gaso-
line engines have been performed using the DI-HCCI combustion
mode. A detailed review of previous HCCI engine research is
given by Canakci and Reitz@4#. Marriott @2,5# studied the effect of
SOI on HCCI combustion for different engine speeds and equiva-
lence ratios, and concluded that SOI would be an effective and
useful needed parameter to control ignition timing for transient
engine applications. In that study, the study of double injection
found that multiple injections were able to reduce NOx emission
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levels by up to 80% as compared to single injections with in-
creased engine speed and constant intake air temperature.

In Marriott and Reitz’s study,@6#, the first injection took place
early in the cycle~e.g., during the intake stroke! to allow time for
the formation of a lean homogeneous mixture. This lean mixture
was such as to avoid self-ignition during the compression stroke.
The second injection occurred during the compression stroke and
provided a locally rich mixture to serve as the ignition source. In
that study, especially the effect of individual parameters on the
engine performance and emissions was investigated. To further
explore this concept, in the present study, a HCCI direct-injection
gasoline engine was used to investigate and optimize the effects of
double injections and intake air temperature on the engine perfor-
mance and emissions.

Experimental and computational studies to simultaneously in-
vestigate the effects of different input parameters on the emissions
and performance of the Caterpillar 3400 series heavy-duty DI die-
sel engine used here have been reported in Refs.@7–10#. The
results have shown that NOx and PM emissions, as well as fuel
consumption can be reduced over the entire engine operating
range by optimizing engine inputs such as start of injection~SOI!,
injection pressure, amount of EGR, boost pressure, and split-
injection rate shape, multiple injections, and EGR. This may also
be true for HCCI combustion. However, there are many options to
control the ignition timing of HCCI combustion, and little re-
search has been conducted to simultaneously investigate the ef-
fects of different engine input parameters on the emissions and
performance of HCCI combustion. Therefore, the objective of this
study was to explore HCCI engine performance and emissions
using double injections and inlet air temperature variation with
various optimization criteria.

Experimental Setup
A fully instrumented, single cylinder oil test engine~SCOTE!

was used after converting it to an HCCI direct-injection gasoline
engine. The engine was connected to a 68 kW Westinghouse di-
rect current dynamometer. The SCOTE is capable of producing 62

kW at 1800 rpm when operated as a diesel engine. The basic
specifications of the engine are provided in Table 1 and a sche-
matic of the engine test cell is shown in Fig. 1.

A data acquisition system was used to generate all digital infor-
mation regarding the engine experiments by averaging 50 engine
cycles in 0.5 deg CA increments. For the purpose of running the
automated genetic algorithm experiments in the laboratory, spe-
cialized data acquisition and analysis software~AutoOpt GA!,
@10#, found using National Instruments LabWindows/CVI pro-
gramming software, was used. To control the engine and its sub-
systems for the automated experiments, both RS-232 serial and
analog communication was established between a laboratory PC,
~for acquisition, analysis, and control! and each of the process
controllers and measurement instruments, which included

• dynamometer controller,
• injector controller,
• intake and exhaust tank pressure controller,
• gaseous emission analyzer,
• AVL DPL particulate analyzer,
• temperature scanner,
• EGR pump drive, and
• various pressure transducers.

Fig. 1 Engine laboratory setup

Table 1 Test engine specifications, †2‡

Engine
Caterpillar 3401 SCOTE
~single-cylinder oil test engine!

Bore3stroke 137.2 mm3165.1 mm
Compression ratio 16.1:1
Displacement 2.44 liters
Connecting rod length 261.62
Squish height 1.57 mm
Combustion chamber In-piston Mexican hat with sharp

edged crater
Valve train ~four-valve! EVC52355 deg ATDC

IVC52143 deg ATDC
EVO5130 deg ATDC
IVO5335 deg ATDC

Piston Articulated
Charge mixture motion Quiescent
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During the experiments, a temperature-controlled intake surge
tank was used, as shown in Fig. 1. The intake air temperature was
regulated by a closed-loop control system operating the two 220
V, three-phase, 4.5 kW intake air heaters placed in series within
the intake air flow stream. All engine temperatures were moni-
tored using type K dual element thermocouples. Engine fluid pres-
sures were measured using a variety of gages and transducers.

A prototype, low-pressure, direct injection-gasoline~DI-G! in-
jector supplied by Delphi Energy and Engine Management Sys-
tems was used. The injector creates a hollow cone sheet spray for
good atomization. The injector was designed to operate with a rail
pressure of 10 MPa and for injections into a gas with pressures
less than 2 MPa. This restriction allows for an end of injection
~EOI! timing as late as225 deg ATDC for the SCOTE under
normally aspirated operation. The basic specifications are shown
in Table 2. Detailed information about the fuel injection system is
given in Ref.@2#. The fuel used in the present study was Amoco
Indolene. Fuel analysis results provided by the manufacturer are
given in Table 3.

Emissions data recorded during the engine tests include un-
burned HC, CO, CO2 , NOx , and PM. Analyzer calibration was
done before the tests. Dry NOx , CO, and CO2 emissions were
measured after a particulate filter and ice bath. Unburned HC was
measured after a heated filter, heated transport line, and heated
diaphragm pump, all of which were maintained at 190°C to pre-

vent UHC condensation. The instruments used in the measure-
ments of the engine exhaust emissions are summarized in Table 4.

Genetic Algorithm and Optimization Methodology
Genetic algorithms can be divided into two distinct types, the

simple GA and the micro-GA~mGA!. Though the basic principles
of natural selection are common to both types, including evalua-
tion of citizen merit and breeding of the fittest individuals, differ-
ences in the application of mutations allow for beneficial changes
in the structure of themGA. The simple GA utilizes a population
size of roughly 200 individuals and intersperses random muta-
tions, @11#. With such an algorithm, only a few generations pass
before thousands of function evaluations are made. With time-
consuming evaluations, such as those required for three-
dimensional combustion simulations or experimental engine runs,
this method proves to be prohibitive. AmGA on the other hand
utilizes only a small number of citizens per generation. Because
there are only roughly five individuals in each generation, the
population is likely to converge~all citizens consist of the same
genes! relatively quickly. To ultimately reach an optimum, the
mGA randomly disperses the micropopulation when convergence
occurs, with the exception that the fittest citizen from the con-
verged generation is kept. This characteristic is called elitism.
With elitism, when the population converges again, it will have a
maximum fitness that is equal to or greater than the fitness expe-
rienced during four the last convergence. In this manner, signifi-
cant fitness improvements are obtained in steps, but the number of
required function evaluations is reduced considerably,@12#.

A baseline design, parameters of interest, a merit function, and
its evaluation method must be selected for an optimization study.
A genetic algorithm code was used in the present optimization
study that was originally developed by Senecal and Reitz@8#. The
code uses the microgenetic algorithm~mGA! technique based on
the GA code of Carroll@13#. The optimization methods used in
this experimental work are also discussed and compared with
other algorithms in detail in Refs.@8# and @14#.

Baseline Design and Parameters of Interest. The baseline
operating conditions are presented in Table 5. The engine speed
was 700 rev/min with parameters from the double injection study
of Marriott @2#. The intake air temperature was 99°C; 69% of the
fuel mass was injected in the first injection with an equivalence
ratio of 0.26. The start of injection timings~SOI! for the first and
second injections were2289 and2107 deg CA ATDC, respec-
tively.

The nomenclature used in defining multiple injections was of
the form 50~110!50 where 50% of the fuel is injected in the first
pulse followed by a 110 deg CA dwell and 50% of the fuel in-
jected in the second pulse.

As stated earlier, for the present study the optimization param-
eters were the intake air temperature, start-of-injection timing, and
split injection parameters~percent mass of fuel in each injection,
and the dwell between the pulses!. The considered engine optimi-
zation variables and ranges are presented in Table 6. The optimi-
zation target values are given in Table 7. These values were de-
fined as 80% of the EPA’s 2004 emission regulations for heavy-
duty engines since to set a safety factor and it improves upon the
regulation.

Table 2 Fuel system specifications, †2‡

Injector type Delphi electronically
controlled DI-G injector

Injection pressure 10 MPa
Poppet valve motion Outwardly opening
Nozzle type Pressure swirl atomizer
Spray geometry Hollow cone
Spray orientation Coaxial with the cylinder
Spray angle~included! 60 deg
Maximum continuous flow rate 11 g/sec
Valve opening response time ;0.5 msec
Valve closing response time ;0.2 msec

Table 3 Fuel analysis results, †15‡

Fuel Amoco Indolene
Carbon~by mass! 86.38%
Hydrogen~by mass! 13.28%
C/H ratio 1.83
Lower heating value~LHV ! 42.90 MJ/kg
Sulfur content 3 ppm
Research octane number~RON! 97.1
Motor octane number~MON! 89.0
API gravity @ 60°F 59.0
Reid vapor pressure,~kPa! 63.43

Distillation, ~°C!
Initial boiling point 31.7
10% evaporation 54.4
50% evaporation 105.0
90% evaporation 159.4
endpoint 197.2

Table 4 Exhaust emission measurement equipment

NO/NOx Chemiluminescent detector/California
Analytical Inc., Model 400-CLD

CO Infrared gas analyzer/California
Analytical Inc., Model 3300A

CO2 Infrared gas analyzer/Horiba,
Model VIA-510

UHC Flame ionization detector~FID!/Siemens,
Model FIDAMAT 5E-IM

Soot Dynamic Particulate analyzer/AVL,
Model DPL 482

Table 5 Operating conditions for the baseline engine case

Engine speed~rpm! 700
Intake pressure~MPa! 0.1
Exhaust pressure~MPa! 0.1
Injection pressure~MPa! 10
Equivalence ratio 0.26
Intake temperature~°C! 99
1st SOI~deg CA ATDC! 2289
2nd SOI~deg CA ATDC! 2107
Fuel mass in first pulse~%! 69.0
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Objective Function and Its Evaluation. The purpose of the
present study was to reduce pollutant emissions of the engine by
varying operating parameters. Therefore, a general merit function
should contain exhaust emission measurements, including NOx ,
HC, CO, and PM, as well as fuel consumption. However, the
choice of merit function is not well defined. For example, PM is
usually reduced at the expense of an increase in NOx . However,
with HCCI, high levels of unburned HC~relative to target values!
contribute to PM, which mostly consist of soluble organic fraction
~SOF!. The unburned HC and CO in the exhaust also directly
affect BSFC. Clearly, NOx1HC, NOx , and BSFC should appear
in the merit function. But it is not clear whether PM is relevant
because it is largely determined by the HC. Similar objective
functions have been used for diesel optimizations that also include
PM in Refs.@8–10#, but in this study it was felt that inclusion of
PM would be misleading since the carbonaceous fraction of the
particulate was small. Since CO and HC emissions are also of
interest, it could be argued that they should also appear as param-
eters in the optimization. This motivated the use and comparison
of several objective functions. Specifically, the objective functions
used in this study were

f 1~X!5
2* 103

R1
21R2

21R3
21R5

(1)

f 2~X!5
103

R1
21R5

(2)

f 3~X!5
103

R4
21R5

(3)

where

R15
NOx1HC

~NOx1HC! t
(4)

R25
CO

~CO! t
(5)

R35
PM

PMt
(6)

R45
NOx

~NOx! t
(7)

R55
BSFC

BSFCt
. (8)

The parameter vectorX is the array of control factors,~SOI, Air
Temp, dwell, etc.!. For the current study, the target values were
2.68 g/kW-hr NOx1HC, 16.63 g/kW-hr CO and 0.11 g/kW-hr

PM, as given in Table 7. The BSFC target value was 200 g/kW-hr,
which is the baseline fuel consumption of the SCOTE at the en-
gine speed of 700 rpm with an equivalence ratio of 0.26.

The motivation for the squared dependence on emissions and
the linear dependence on BSFC is that this formulation promotes
fast convergence initially on the emission targets, and once they
are met, the fuel consumption becomes weighted in the optimiza-
tion, @9#. After inserting the measured values in Eqs.~1!, ~2! or
~3!, the optimum search provides a higher merit value for those
members of each generation with lower exhaust emissions and
fuel consumption. Since it is more convenient to work with inte-
ger merit values, the factor of 103 was included in the numerator
of the function. The additional factor of 2 in Eq.~1! ensures that
all merit formulations have a value off 5500 when the target
values have all been reached.

The physical constraints on the engine included a maximum
intake pressure of 276 kPa, a dP/dt of 5 bar/degree, a maximum
exhaust temperature of 1023 K, and peak combustion pressure of
15.2 MPa. Cases that violated these constraints were rejected.

Results and Discussion
The optimization ranges were first determined for each vari-

able. The values used in the present study are given in Table 6.
Starting with a random number seed, the algorithm was run for 16
generations~i.e., 1634564 test conditions! using the full optimi-
zation goal, Eq.~1!. Figure 2 and Table 8 present, respectively, the
in-cylinder combustion characteristics and operating conditions of
the baseline and optimum cases.

The optimum was found to have an intake air temperature of
110°C, and 31.3% of fuel mass injected in the first injection. The
SOI for the first and the second injections were2143.5 and2116
deg CA ATDC, respectively.

As seen in Fig. 2, the peak cylinder pressure for thef 1 optimum
case are higher than those of the baseline case as a result of the
different operation conditions. The air-fuel mixture is less homo-
geneous than in the baseline case since the first SOI is 145.5 deg
later than the first SOI of the baseline case and there is a shorter
dwell between injections. 68.7% of the total fuel injected was
used in second injection. However, the higher intake air tempera-
ture helps the vaporization process. Note that the dwell between
injections was close to the minimum dwell allowed by the injec-
tion hardware. This suggests that this merit function formulation,
function f 1 , selects an injection that is similar to a single injec-
tion.

Figure 3 shows the merit value of each citizen as a function of
generation number where the maximum merit value for the gen-
eration is shown by the solid line. Throughout the optimization,
the maximum merit value increased only two times, suggesting
that convergence may not have been achieved by the 16th genera-
tion. As shown in Table 8, the unburned HC and particulate is
much higher than the target values, and the merit value is corre-
spondingly very low.

Figures 4 and 5 present the BSFC versus NOx and PM versus
NOx data points, respectively, for all the runs. The data show that
the choice of variables in the merit function is very important,
since in this case PM is reduced at the expense of a sizeable
increase in NOx . Note that very high levels of unburned HC~rela-
tive to the target value! are also found. The unburned HC and CO
amounts in the exhaust are reflected in the BSFC and, as can be
seen, thef 1 optimization has improved HC and CO emissions
relative to the baseline, and hence the improved BSFC.

The above results suggest that the objective function should
contain only NOx , and BSFC for improved optimization. Figure 5
shows that very high PM’s~relative to the target! were found in
the optimization. However, the AVL dynamic particulate analyzer
results showed that around 95% of the measured value was
soluble organic fraction~SOF!. This is consistent with the high
measured HC concentration, as seen in Table 8.

Table 6 Engine optimization variables and ranges for 700 rpm

Variable Range

Inlet air temperature~°C! 80→120
Start of injection~deg CA ATDC! 2320→2115
Fuel mass in first pulse~%! 10→90
Dwell between pulses~deg CA! 5→160

Table 7 Optimization target values

Emission Target Value„gÕkW-hr …

(NOx1HC)t 2.68
(NOx) t 2.14

COt 16.63
PMt 0.11

BSFCt 200
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- Unburned HC also effects the BSFC and the relationship be-
tween combustion efficiency and NOx1HC emission is shown in
Fig. 6. Because of the choice of merit function, the optimum point
has higher NOx than the baseline~see also Fig. 4!, and a higher
combustion efficiency. Of course, other parameters also appear in
the merit function of Eq.~1! ~i.e., species other than NOx), and
their influence is included in the optimization. As can be seen in
Table 8, the target values were not reached. Accordingly, a revised
optimization was considered.

Clearly, the optimum reached depends on the choice of param-
eters selected in the merit function. As an alternative, the merit
function was changed to deemphasize the contribution of un-
burned HC and soluble particulates, as shown in Eq.~2!, which
now only considers NOx1HC and BSFC. Starting with a random
number seed, the algorithm was run for 33 generations~i.e., 33
345132 test conditions!. Figure 7 and Table 8 present, respec-
tively, the in-cylinder combustion characteristics and operating
conditions of the baseline and the new optimum for the case
where f 2 ~Eq. ~2!! is used.

Fig. 2 Comparison of the in-cylinder characteristics of the baseline and optimum
case with merit from Eq. „1…

Fig. 3 Merit value versus generation number for merit determined from
Eq. „1…

Table 8 Target values, operating conditions, and emission re-
sults for the baseline and optimum engine cases

Operating Conditions Target Baseline

Optimum After Using

Eq. „1… Eq. „2… Eq. „3…

Intake temperature „°C… – 99 110 120 115
1st SOI~deg CA ATDC! – 2289 2143.5 2142.5 2245.5
2nd SOI~deg CA ATDC! – 2107 2116 2121 2133
Fuel mass in first pulse~%! – 69 31.3 58 69

Emissions~g/kW-hr!
NOx 2.14 0.02 0.73 0.73 0.01
HC 0.54 10.85 7.09 3.24 10.14
NOx1HC 2.68 10.87 7.82 3.97 10.15
PM 0.11 1.59 0.58 0.24 1.30
CO 16.63 21.24 17.31 17.85 17.96
BSFC 200 261.65 254.24 286.31 257.13

Combustion efficiency~%! – 94.21 97.10 97.59 94.64
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After convergence, the optimum conditions were found to be an
intake air temperature of 120°C, 58% of fuel mass injected in the
first injection and the SOI for the first and the second injections
were2142.5 and2121deg CA ATDC, respectively.

As seen in Fig. 7, the peak cylinder pressure for the optimum
case is higher than that of the baseline case. The air-fuel mixture
is less homogeneous than in the baseline case since the first SOI is
146.5deg later than the first SOI of the baseline case and there is
a shorter dwell~i.e., reduced time for mixing! between the injec-
tions. In fact, the dwell between injections~10°! is the minimum
allowed by the injection hardware. 42% of the total fuel injected
was used in second injection but a single injection would probably
have been preferred.

Figure 8 shows that the merit value is much improved com-
pared to these of Fig. 3. Throughout the optimization, the maxi-
mum merit value increased only three times, but it stayed constant
from generation 23 to 33, suggesting that convergence was
achieved. However, as shown in Table 8, the unburned HC and
particulate is still higher than the target values, although they are
significantly improved relative to the Eq.~1! optimum and the

baseline case. However, exhaust gas after treatment could be used
with this engine concept to remove unburned HC.

Figures 9 and 10 present the BSFC versus NOx and PM versus
NOx data, respectively. The data show that the HC and PM is
reduced with similar NOx to the Eq.~1! optimization. Figure 10
shows that very high PM was found in the baseline, low NOx case.
The optimized case had much improved PM levels, albeit higher
than the target~0.11 g/kW-hr!. However, the AVL dynamic par-
ticulate analyzer results again showed that around 95% of the
measured value was soluble organic fraction~SOF! in the PM.

The relationship between combustion efficiency and the NOx
1HC emissions is shown in Fig. 11. Because of the choice of
merit function, the optimum point has higher NOx but lower
NOx1HC than the baseline~see Fig. 9!, and it has significantly
higher combustion efficiency.

When comparing the optimum case to the baseline case, the
air-fuel mixture is evidently less homogeneous due to the later
injection of the first pulse and the larger fuel amount in the second
pulse. As seen in Table 8, reduced PM and NOx1HC emissions
were obtained at the expense of significantly increased fuel con-

Fig. 4 BSFC versus NO x data with merit from Eq. „1…

Fig. 5 PM versus NO x data with merit from Eq. „1…
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sumption. The reduction in the PM for the optimum case was
likely due to the higher intake air temperature~120°C! which
helps the vaporization process. The higher intake temperatures
required retarded SOI timing and unburned HC emission de-
creased with retarded SOI timing in first injection, which caused
increased fuel stratification. This reduction in HC emission im-
proved the combustion efficiency and CO emission relative to
baseline. The NOx emission increased with retarded SOI timing,
suggesting that the optimum case has higher local combustion
temperatures. This indicates that SOI timing has significant effect
on the combustion. Table 8 also presents a comparison of the
target and optimum values. As can be seen, the target values were
not reached, except for NOx .

In order to further deemphasize HC in the optimization, a third
objective function formulation was also considered that contained
only NOx and BSFC~Eq. ~3!!. Starting the from the baseline case,
the algorithm was run for 26 generations~i.e., 26345104 test
conditions!. Figure 12 and Table 8 show, respectively, the in-
cylinder combustion characteristics and operating conditions of
the baseline and optimum cases. The optimum conditions were

found to be an intake air temperature of 115°C, with 69% of fuel
mass injected in the first injection and the SOI for the first and the
second injections were2245.5 and2133 deg CA ATDC, respec-
tively. In this case the optimum consisted of two distinct widely
spaced injections, similar to those used in the baseline case.

A higher peak cylinder pressure was obtained for this optimum
case than that of the baseline case as a result of the different
operating conditions. The higher intake air temperature helps the
vaporization process, and the air-fuel mixture is less homogeneous
than in the baseline case since the first SOI is 43deg later than the
first SOI of the baseline case, and there is a shorter dwell between
the injections. 31% of the total fuel injected was used in second
injection.

Figure 13 shows the evaluation of the merit value of each citi-
zen as a function of generation number after using the alternative
objective function. The maximum merit value slightly increased
only one time and stayed constant from generation 5 to 26
throughout the optimization. However, as shown in Table 8, the
unburned HC and PM are still higher than the target values, but
slightly improved relative to the baseline case. This is not surpris-

Fig. 6 Combustion efficiency versus NO x¿HC data with merit from Eq. „1…

Fig. 7 Comparison of the in-cylinder characteristics of the baseline and optimum
cases from Eq. „2…

Journal of Engineering for Gas Turbines and Power JANUARY 2004, Vol. 126 Õ 173

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 8 Merit value versus generation number from Eq. „2…

Fig. 9 BSFC versus NO x data from Eq. „2…

Fig. 10 PM versus NO x data from Eq. „2…
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Fig. 11 Combustion efficiency versus NO x¿HC data from Eq. „2…

Fig. 12 Comparison of the in-cylinder characteristics of the baseline and
optimum cases with merit from Eq. „3…

Fig. 13 Merit value versus generation number for merit determined from
Eq. „3…
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Fig. 14 BSFC versus NO x data with merit from Eq. „3…

Fig. 15 PM versus NO x data with merit from Eq. „3…

Fig. 16 Combustion efficiency versus NO x¿HC data with merit from Eq. „3…
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ing since Marriott and Reitz@6# emphasized NOx reduction in
their study, and the merit formulation in Eq.~3! concentrates on
NOx reduction.

Figures 14 and 15 present the BSFC versus NOx and PM versus
NOx data, respectively. The data show that the injection timing
choice of Marriott@2# for split injection is very reasonable for an
inlet air temperature of 99°C. As seen in Fig. 15, high PM’s were
found in the baseline case. However, the optimized case had im-
proved PM levels, but still higher than the target~0.11 g/kW-hr!.
Again the AVL dynamic particulate analyzer results showed that
around 95% of the measured PM was soluble organic fraction
~SOF!.

The relationship between combustion efficiency and the NOx
1HC emissions is shown in Fig. 16. The optimum point has
slightly higher combustion efficiency than the baseline.

It is evident from the results of this study shown in Table 8 that
the emission and BSFC results for the cases depend on the objec-
tive function since it determines the operating parameters to
achieve the optimum case.

Summary and Conclusions
An electronically controlled Caterpillar single-cylinder oil test

engine~SCOTE! was configured as a direct-injection gasoline en-
gine. The use of double injections was explored for emission con-
trol, and the engine was optimized using fully automated experi-
ments and a microgenetic algorithm optimization code. The
variables changed during the optimization included the intake air
temperature, start of injection timing, and the split injection pa-
rameters~percent mass of the fuel in each injection, dwell be-
tween the pulses! using three different objective functions. The
chosen objective functions emphasized PM, HC, and NOx reduc-
tion, respectively. The engine performance and emissions were
determined at 700 rev/min with a constant fuel flow rate at 10
MPa fuel injection pressure. The results show that significant
emissions reductions are possible with the use of optimal injection
strategies. The fully automated experiments and optimization
methodology provides a useful tool for engine designers investi-
gating the effects of a large number of input parameters on emis-
sions and performance. This technique efficiently determined in-
put parameters that resulted in significantly lower emissions and
BSFC compared to a baseline case. The results also show that the
appropriate selection of the merit function is crucial in the search
for optimum engine parameters for improved emissions and BSFC
in HCCI combustion. As can be seen in Table 8, the target values
were not also reached for all cases. However, by using catalytic
exhaust after treatment technology, the vehicle-out HC emissions
could likely be reduced to the target values.
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Experimental Investigation of SI
Engine Performance Using
Oxygenated Fuel
The current experimental study aims to examine the effects of using oxygenates as a
replacement of lead additives in gasoline on performance of a typical SI engine. The
tested oxygenates are MTBE, methanol, and ethanol. These oxygenates were blended with
a base unleaded fuel in three ratios (10, 15, and 20 vol.%). The engine maximum output
and thermal efficiency were evaluated at a variety of engine operating conditions using an
engine dynamometer setup. The results of the oxygenated blends were compared to those
of the base fuel and of a leaded fuel prepared by adding TEL to the base. When compared
to the base and leaded fuels, the oxygenated blends improved the engine brake thermal
efficiency. The leaded fuel performed better than the oxygenated blends in terms of the
maximum output of the engine except in the case of 20 vol.% methanol and 15 vol.%
ethanol blends. Overall, the methanol blends performed better than the other oxygenated
blends in terms of engine output and thermal efficiency.@DOI: 10.1115/1.1615254#

Introduction
The anti-knock quality of the gasoline fuel used in spark-

ignition internal combustion engines can be enhanced by the ad-
dition of lead alkyls but this results in the formation and emission
of toxic lead compounds. A recent practice is to enhance the anti-
knock property of the fuel by using certain high-octane oxygen-
containing organic compounds called oxygenates. The use of oxy-
genates to replace the lead additives in gasoline is considered now
as an alternative. The aim of this experimental work is to help in
understanding the effect of the most popular oxygenates on the
performance of typical automotive engines. The most commonly
used oxygenates are MTBE~methyl tertiary butyl ether,
C4H9– O–CH3), methanol (CH3– OH), and ethanol
(C2H5– OH). MTBE is manufactured from isobutane
((CH3)3CH) and methanol, while methanol is manufactured from
natural gas or synthesized from a variety of materials such as coal,
municipal wastes, and biomass. Ethanol is derived from the direct
fermentation of sugars, fermentation of starches and cellulose af-
ter chemical or enzymatic pretreatment, or made from petroleum
sources.

These three oxygenates have different chemical and physical
properties when compared to gasoline. These differences are
expected to influence the performance and combustion products
of gasoline-oxygenate blends. The study offers a comparison
between the oxygenated and leaded fuels in terms of engine
performance.

Experimental Setup
The experiments were conducted using a six-cylinder engine.

This engine is manufactured by Mercedes-Benz and has a swept
volume of 2960 cm3. It has a bore of 88.5 mm, a stroke of 80.2
mm, a compression ratio of 9.2, and a maximum power of 132 kW
at 5700 rpm. The engine is equipped with the KE-Jetronic con-
tinuous fuel injection system. The engine has an electronic igni-
tion system with an electronic spark timing adjustment. The tem-
peratures of cooling water and lubrication oil are controlled by
two fitted heat exchangers. The engine is coupled to an eddy-
current dynamometer. This eddy-current dynamometer is elec-
tronically controlled and water cooled. It has a maximum power

of 257 kW, a maximum torque of 1400 Nm, and a maximum
speed of 8000 rpm. The effects of blending the oxygenates with
unleaded gasoline on exhaust emissions of SI engines are pre-
sented in@1,2#. The detailed description of the test equipment used
in this study is given in@3#.

Test Fuels
A base fuel was prepared by mixing 20% of naphtha with 80%

of reformate on volumetric basis. A leaded fuel was prepared by
adding tetra ethyl lead~TEL! to the base fuel. The addition of TEL
brought the lead concentration in the fuel to 0.4 g pb/liter. The
tested oxygenates are the MTBE~methyl tertiary butyl ether!,
methanol, and ethanol. Each one of the three oxygenates is
blended with the base fuel in three ratios: 10, 15, and 20 vol.%.
The MTBE/base blends were designated MTBE10~10 vol.%
MTBE190 vol.% base!, MTBE15, and MTBE20. The methanol/
base blends were designated METH10, METH15, and METH20.
The ethanol/base blends were designated ETH10, ETH15, and
ETH20.

The purity of the MTBE was 98.71 wt.%, and the purity of
methanol was 99.99 wt.%. The ethanol had a purity of 91.0 wt.%,
and contains 7.8 wt.% of water. The presence of water is known to
affect the miscibility of alcohol in gasoline. A blend of alcohol
and gasoline tolerates the presence of water up to certain percent-
age, then any additional water will cause the alcohol to separate
from the gasoline. Ethanol is known to have appreciably more
tolerance to water than methanol. In the case of the ethanol/base
blends prepared in the current study, the phase separation was

Contributed by the Internal Combustion Engine Division of THE AMERICAN SO-
CIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the ICE
Division, Nov. 2002; final revision received May 2003. Associate Editor: D. Assanis.

Table 1 Properties of the oxygenates tested in this study

Property MTBE Methanol Crude Ethanol

Weight percent oxygen 18 50 39
Reid vapor pressure~kPa! 61.2 37.1 17.5
Boiling temperature, °C 53.3 63.5 75.6
Specific gravity @ 15.56°C 0.7461 0.7954 0.816
Research octane number 116* 133* 129*
Lower heating value~MJ/kg! 35.2** 20.0** 24.77***
Latent heat of vaporization~kJ/kg! 340** 1160** 950***
Stoichiometric A/F ratio 11.76 6.47 8.3****

*Obtained from SAE handbook@9# for pure MTBE, methanol, and ethanol.
** Obtained from Ref.@10#.
*** Obtained from Ref.@10# for ethanol and adjusted for the presence of water.
**** Calculated for ethanol and adjusted for the presence of water.
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encountered only with the ETH10 blend~10 vol.% ethanol190
vol.% base! at a room temperature of about 20°C. No signs of
phase separation were noticed beyond that temperature. In order
to emulsify ethanol with base blends during operation, a circula-
tion pump was fitted in the fuel tank to ensure continuous mixing
of the fuel.

The relevant physical and chemical properties of the test fuels
were determined. Tables 1 and 2 list those properties for the oxy-
genates and the test fuels, respectively. Some of the listed proper-
ties were not measured but rather obtained from the cited
literature.

Test Conditions
All the performance tests were carried out with the spark timing

being manually adjusted to the maximum brake torque~MBT!
timing, and the engine operating with a stoichiometric mixture.

The temperatures of the cooling water and the lubrication oil
were controlled by two fitted heat exchangers. In all the tests, the
cooling water temperature was kept at 8065°C. The temperature
of the lubrication oil was kept at 8062°C during the exhaust
emission tests, and ranged from 80°C to 95°C during the perfor-
mance tests. The test room temperature was kept at 2562°C dur-
ing the exhaust emission tests and ranged from 20°C to 30°C
during the performance tests. The recorded atmospheric pressure
in the test room ranged from 99.4 kPa to 100.9 kPa. The engine
performance results were corrected to the reference conditions
~standard dry-air absolute pressure599 kPa, standard temperature
525°C!.

Results and Discussion
The performance was evaluated in terms of the maximum out-

put and the brake thermal efficiency of the engine. The maximum
output was measured in a wide-open throttle variable-speed test.
In the same test, the corresponding values for the brake thermal
efficiency were evaluated. The brake thermal efficiency was also
evaluated at a constant-speed constant-load test as a function of
the equivalence ratio. The MBT timing values and the exhaust gas

temperatures were closely examined in order to help in under-
standing the performance results and explaining the variations be-
tween the fuels.

Variable-Speed Test. The engine maximum output and brake
thermal efficiency were evaluated as a function of engine speed.
During the test, the spark timing was adjusted to maximum brake
torque ~MBT! timing and the mixture was set to stoichiometric.
Table 3 shows the values of the MBT timing versus engine speed
for all the tested fuels. These values represent the MBT timing at
wide-open throttle and stoichiometric mixture. The MBT timing is
given in terms of crankshaft degrees before the top center~btc!.

Figures 1, 2, and 3 show the variation of exhaust gas tempera-
ture corresponding to the current test for all the tested fuels. These
exhaust temperatures were measured near the outlet of the exhaust
manifold. In general, the highest exhaust temperature is observed
with the base fuel, and the lowest with the leaded fuel. In addition,
the exhaust temperature decreases as the oxygenate ratio in the
blend increases. These variations in exhaust temperatures can be
attributed to the increase in thermal efficiency and/or the decrease
in the combustion temperatures. The increase in thermal efficiency
means that a larger portion of combustion heat has been converted
into work and therefore lower exhaust temperatures are expected.
In addition, the lower combustion temperatures characterizing
the oxygenated blends are expected to result in lower exhaust
temperatures.

Maximum Engine Output. The engine maximum output
was measured in terms of the maximum brake torque exerted by
the engine at different engine speeds. The brake mean effective
pressure~bmep! is usually used instead of the brake torque to
represent the engine output. The bmep is a more universal term
than the brake torque since it is independent of the engine.

The maximum brake torque and bmep results versus engine
speed for all the tested fuels are shown in Figs. 4, 5, and 6. The
points indicate the measured values while the lines indicate the
least-squares polynomial fit. Consistent and persisting fluctuations
in the maximum torque measurements were observed. These fluc-
tuations were closely examined and eventually linked to abnormal
vibrations in the test setup. To reduce the fluctuation error, the

Table 2 Properties of the test fuel

Fuel Property Base Leaded MTBE10 MTBE15 MTBE20 METH10 METH15 METH20 ETH10 ETH15 ETH20

Specific gravity @ 15.56°C 0.7697 0.772 0.7638 0.7633 0.7628 0.7692 0.7697 0.7707 0.775 0.775 0.777
Rvp, kPa 35.0 33.6 41.0 41.6 42.4 57.4 61.6 66.5 59.5 58.1 54.6
Research octane number 84.7 92 87.9 89.8 91.7 88.2 91.6 94.4 88.4 91.5 93.4
Heat of vaporization, kJ/kg* 350 350 349 349 348 428 466 505 413 445 476
Weight percent oxygen* 0 0 1.77 2.66 3.55 5.15 7.71 10.27 4.08 6.10 8.11
Heating value, MJ/kg* 44 44 43.144 42.715 42.283 41.528 40.298 39.073 41.97 40.97 39.97
Stoichiometric A/F* 14.6 14.6 14.33 14.19 14.05 13.77 13.35 12.94 13.95 13.62 13.3
Hydrocarbon types, vol.%**

N-Paraffins 8.78 8.78 7.91 7.47 7.03 7.91 7.47 7.03 7.91 7.47 7.03
Iso-Paraffins 43.60 43.60 39.24 37.06 34.88 39.24 37.06 34.88 39.24 37.06 34.88
Naphthenes 3.83 3.83 3.45 3.26 3.07 3.45 3.26 3.07 3.45 3.26 3.07
Aromatics 42.54 42.54 38.28 36.16 34.03 38.28 36.16 34.03 38.28 36.16 34.03

*Typical or calculated values and, if applicable, adjusted for the presence of added oxygenate.
** Analysis was conducted on reformate and naphtha then calculated and, if applicable, adjusted for the presence of oxygenates.

Table 3 MBT spark timing at wide-open throttle and FÄ1.0

Speed,
RPM Base Leaded MTBE10 MTBE15 MTBE20 METH10 METH15 METH20 ETH10 ETH15 ETH20

1000 6 13 9 10 12 12 13 14 10 13 14
1500 13 20 15 16 20 18 19 20 17.5 22 23
2000 18 28 23 25 28 25 25 27 24 27 28
2500 21 31 26 28 31 28 29 30 26 31 32
3000 24 33 28 32.5 33 31 31 32 30 34 35
3500 25 35 31 32 35 33 33 33 32 35 36.5

Journal of Engineering for Gas Turbines and Power JANUARY 2004, Vol. 126 Õ 179

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 1 Exhaust gas temperatures at wide-open throttle for the MTBE
blends

Fig. 2 Exhaust gas temperature at wide-open throttle for the
methanol blends
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Fig. 3 Exhaust temperature at wide-open throttle for the ethanol
blends

Fig. 4 Brake torque and mean effective pressure at wide-open
throttle for the MTBE blends
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average of three readings of each test condition is recorded. The
confidence of torque measurement is found to be 95%. A possible
cause of these abnormal vibrations is a misalignment of the shaft
connecting the engine with the dynamometer.

The base fuel produced the lowest brake torque among all the
tested fuels. The leaded fuel exhibited a substantial increase in the
brake torque with respect to the base fuel. This substantial in-
crease is a result of the improved anti-knock behavior due to the
addition of TEL, which raised the octane number from 84.7 for
the base fuel to 92 for the leaded fuel. The improved anti-knock
behavior allowed a more advanced MBT timing that results in
higher combustion pressure and thus higher exerted torque~and
bmep!.

Generally, the results of MTBE blends~Fig. 4! indicate an in-
crease in brake torque with respect to the base fuel. The signifi-
cance of this increase varied with engine speed and MTBE ratio in
the blend. At lower speeds, increasing MTBE ratio in the blend
resulted in a gradually slight increase in the brake torque. At
higher speeds, however, a considerable increase in the brake
torque was obtained with the blend containing 10 vol.% of MTBE
~MTBE10!, but further addition of MTBE eventually led to the
decline of brake torque. The gain in brake torque obtained with
MTBE blends can be attributed to the improvement in anti-knock
behavior, which allows more advanced MBT timing and thus
higher output. As the MTBE ratio in the blend increases, the
variation in the instantaneous oxygen/fuel equivalence ratio due to
the change of fuel oxygen content in the combustion chamber and
decreasing heating value of the fuel tend to affect the combustion
flame temperature which in turn offset the improvement in perfor-
mance. The positive effect of MTBE on maximum brake power
has been reported also by Wang et al.@4#.

The results for the methanol blends~Fig. 5! indicate an increas-
ingly improving brake torque with the increasing methanol ratio
in the blend. The improvement in the brake torque persists over
the whole range of the tested engine speed. This gain in brake
torque obtained with methanol blends can be attributed to the

better anti-knock behavior of these blends and the improvement in
engine volumetric efficiency. The research octane numbers~RON!
for the methanol blends are significantly higher than that of the
base fuel~Table 2!. This improved anti-knock behavior allows a
more advanced MBT timing, as evident from Table 3, and thus a
higher engine output. The improvement in engine volumetric ef-
ficiency is a result of the higher latent heat of vaporization char-
acterizing the methanol blends. The latent heat of vaporization is
the amount of heat required to vaporize the liquid molecules of
the fuel prior to the combustion process. Most of this latent heat is
provided by the air accompanying the fuel in its way to the engine
cylinder, particularly in the case of port fuel injection systems.
The absorption of heat from the air cools it and makes it denser.
This allows more air mass to be admitted into the cylinder during
the induction process and thus increasing the volumetric effi-
ciency. Alcohols in general are characterized by their higher latent
heat of vaporization when compared to the typical gasoline. In-
creasing alcohol ratio in a gasoline-alcohol blend will increase the
latent heat of vaporization of the blend and thus improve the en-
gine volumetric efficiency. Alcohols, on the other hand, have
lower heating values when compared to gasoline, which means a
lower energy release during combustion and a lower work transfer
during expansion process. However, the gain in brake torque due
to the improvement in anti-knock behavior and the volumetric
efficiency seems to overweigh the losses due to the lower heating.
The gain in maximum brake power due to the addition of metha-
nol was reported also by Tsao and Lee@5#.

The results for the ethanol blends~Fig. 6! show that there is a
significant improvement in brake torque with the 10 vol.% ethanol
blend ~ETH10! when compared to the base fuel. At low engine
speeds, further increase of ethanol ratio had no effect on the brake
torque. At high speeds, the 15 vol.% ethanol blend~ETH15! per-
formed slightly better but further addition of ethanol resulted in a
decline in the brake torque. Similar to the methanol blends, the
gain in brake torque can be attributed to the improvement in anti-
knock behavior and volumetric efficiency. However, the improve-

Fig. 5 Brake torque and mean effective pressure at wide-open
throttle for the methanol blends
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Fig. 6 Brake torque and mean effective pressure at wide-open
throttle for the ethanol blends

Fig. 7 Brake torque and mean effective pressure at wide-open
throttle for the best performing blends compared to the base and
leaded fuels
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Fig. 8 Brake thermal efficiency at wide-open throttle for the
MTBE blends

Fig. 9 Brake thermal efficiency at wide-open throttle for the
methanol blends
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Fig. 10 Brake thermal efficiency at wide-open throttle for the eth-
anol blends

Fig. 11 Brake thermal efficiency at wide-open throttle for the best
performing blends compared to the base and leaded fuels
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ments seem to be significant only with low ethanol ratios~up to 15
vol.% in this case!. As the ethanol ratio in the blend increases, the
variation in the instantaneous oxygen/fuel equivalence ratio due to
the change of fuel oxygen content in the combustion chamber and
decreasing heating value of the fuel tend to affect the combustion
flame temperature which in turn offset the improvement in perfor-
mance. In general, the three ethanol blends resulted in higher
brake torque than the base fuel. This result does not agree with the
results reported by Rajan@6#. Rajan reported a sharp decrease in
engine output in the case of 20 vol.% hydrated ethanol~about 6%
water in ethanol!.

The results for the best performing blends in terms of the maxi-
mum brake torque compared to the base and leaded fuels are
shown in Fig. 7. The performance of METH20 and ETH15 is
comparable with that of leaded fuel and represents a gain of about
5% in the brake torque when compared to the base fuel. The best
performing MTBE blend, which is the MTBE15, shows a gain of
only about 2%.

Brake Thermal Efficiency. Brake thermal efficiency is de-
fined as the ratio between the engine brake power and the rate of
fuel energy input.

Figures 8, 9, and 10 show the brake thermal efficiency results
for the variable-speed test at wide-open throttle, stoichiometric
mixture, and MBT timing. In general, the brake thermal efficiency
improves with increasing speed up to about 2500 rpm where it

becomes maximum then starts to decline as the speed increases.
Among all the tested fuels, the base fuel obtained the lowest brake
thermal efficiency along the whole range of the test speed. The
results for the leaded fuel show a significant improvement in the
brake thermal efficiency at lower speeds with respect to the base
fuel ~about 10.7%!. As the speed increases, however, this im-
provement continues to decline and eventually vanishes. This in-
dicates that the effect of improved anti-knock behavior of the
leaded fuel on the thermal efficiency lessens as the engine speed
increases.

The results for the MTBE blends, shown in Fig. 8, indicate a
significant improvement in brake thermal efficiency. As the
MTBE ratio in the blend increases, the brake thermal efficiency
continues to improve achieving a maximum gain of about 12.5%
with respect to the base fuel at low speeds~1000 rpm!.

The improvement in the brake thermal efficiency with the three
MTBE blends persists over the whole range of test speed. This
improvement can be attributed to the more advanced MBT timing
allowed by the improved anti-knock behavior, and the lower heat
losses due to the lower combustion temperatures. The MTBE
blends have lower heating values than that of the base fuel and,
therefore, their combustion temperatures are expected to be also
lower, @7#. The improvement in thermal efficiency observed here
agrees qualitatively with the results reported by Wang et al.@4#.

The results for the methanol blends, Fig. 9, show a continuous

Fig. 12 Effect of equivalence ratio on exhaust gas temperature
for the MTBE blends

Table 4 MBT spark timing at 2000 rpm and bmep Ä680 kPa

F Base Leaded MTBE10 MTBE15 MTBE20 METH10 METH15 METH20 ETH10 ETH15 ETH20

0.8 32 37.5 36 37 37.5 36 37 37.5 34 35 37
0.9 29 32 31 32 33 31 32 33 31 32 34
1.0 28 30 29 30 31 28 29 30 29 30 31
1.1 26 28 27 28 29 27 28 29 27 28 30
1.2 25 26 26 27 28 26 27 28 26 27 29
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Fig. 13 Effect of equivalence ratio on exhaust gas temperature
for the methanol blends

Fig. 14 Effect of equivalence ratio on exhaust gas temperature
for the ethanol blends
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improvement in brake thermal efficiency as the methanol ratio in
the blend increases. The improvement is maintained over the en-
tire speed range and is maximum~about 12.5%! at midrange
speed~about 2500 rpm!. The improvement in brake thermal effi-
ciency associated with the methanol blends is also due to the more
advanced MBT timing and the lower heat losses. The heating
values for the methanol blends are noticeably less than that of the
base fuel due to the extremely low heating value of methanol,
which is less than 50% of that of typical gasoline,@8#. The im-
provement in brake thermal efficiency due to the addition of
methanol was also reported by Tsao and Lee@5# and Kowalewicsz
@8#.

The results for the three ethanol blends, Fig. 10, also show an
improvement in the brake thermal efficiency. A maximum gain of
about 9% is achieved at midrange speeds with the ETH20 blend.
The improvement in brake thermal efficiency noticed here can be
also explained by the improvement in anti-knock behavior that
allows a more advanced MBT timing, and the expected lower heat
losses due the lower combustion temperatures. Rajan@6# reported
an improvement in the thermal efficiency with blends containing
up to 10 vol.% hydrated ethanol~about 4% water in ethanol!.
Beyond this limit, however, Rajan reported a substantial decrease
in the thermal efficiency. This contradicts the results in the current
study which indicate a noticeable improvement in thermal effi-
ciency in the case of 20 vol.% ethanol blend~which contains
about 7% of water in ethanol!.

Figure 11 shows the results of brake thermal efficiency for the
best performing blends compared to the base and leaded fuels.
The highest efficiency was obtained with METH20 blend fol-
lowed by MTBE20 then ETH20. At low speeds, the improvement
associated with the three blends is comparable to that of leaded
fuel. As the speed increases, however, the brake thermal efficiency
continues to improve in the case the three blends while declining
in the case of leaded fuel.

Variable Equivalence Ratio Test. The effect of equivalence

ratio on the brake thermal efficiency was evaluated at a constant
speed~2000 rpm!, constant load~680 kPa!, and MBT timing. The
values for MBT timing corresponding to this test are given in
Table 4. In general, the MBT timing retards towards the top center
as the mixture is enriched. This can be attributed to the effect of
equivalence ratio on the burning rate and therefore on the time
required to complete the combustion. Usually, the maximum burn-
ing rate occurs at about 10% rich mixture~i.e., F51.1!. Lean
mixtures and extremely rich mixtures have low burning rates, and
therefore, they need more advanced spark timing to attain the
maximum brake torque. The results show also that the MBT tim-
ing advances as the oxygenate ratio in the blend increases. This is
probably due to the improvement in anti-knock behavior of the
blends due the addition of oxygenates.

The exhaust gas temperatures, shown in Figs. 12, 13, and 14,
peak at about stoichiometric~F51.0! and sharply drop with lean
and rich mixtures. This indicates that the flame temperature during
combustion and the prevailing gas temperature at the end of the
expansion process are higher in the case of stoichiometric than in
lean or rich mixtures. Consequently, for stoichiometric mixture at
the same exhaust flow rate, the heat loss is maximum. In general,
the exhaust temperatures for the oxygenated blends were compa-
rable to those of the base fuel in the case of rich mixtures but
noticeably lower in the case of lean mixtures. The leaded fuel
exhibited a consistent decrease in exhaust temperature with re-
spect to the base fuel over the entire test range. The decreased
exhaust temperature is a result of lower combustion temperature
and/or improved thermal efficiency.

Figures 15, 16, and 17 show the brake thermal efficiency at
different equivalence ratios for all the test fuels. The results indi-
cate that the brake thermal efficiency is significantly influenced by
the equivalence ratio. The efficiency drastically deteriorates with
increasing richness of the mixture~F.1.0!. On the other hand,
the efficiency improves as the mixture is leaned out up to about
F50.9 after which the improvement slows down.

Fig. 15 Effect of equivalence ratio on brake thermal efficiency for the
MTBE blends
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Among all the tested fuels, the base fuel attained the lowest
brake thermal efficiency values in the whole test range. In general,
the addition of oxygenates resulted in a noticeable improvement

in the brake thermal efficiency. The results here indicate, however,
less significant differences between the test fuels at part load than
in the case of wide-open throttle tests.

Fig. 16 Effect of equivalence ratio on brake thermal efficiency for
the methanol blends

Fig. 17 Effect of equivalence ratio on brake thermal efficiency for
the ethanol blends
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The results for the MTBE blends, shown in Fig. 15, indicate a
continuous improvement in the efficiency as the MTBE ratio in-
creases. This improvement is sustained over the entire tested
range of equivalence ratio. The maximum gain in efficiency with
respect to the base fuel is observed at the rich side~F51.2! and is
about 6%. The gain in efficiency decreases as the mixture is
leaned out reaching about 3.8% atF50.8. In the case of the
methanol blends, the efficiency also continues to improve as the
methanol ratio increases in the blend at all equivalence ratios as
shown in Fig. 16. However, the gain in efficiency in this case is
almost constant at all equivalence ratios and is about 6%. Differ-
ent from the MTBE and methanol blends, the ethanol blends at
rich equivalence ratios~F.1.0! show a slight gain in efficiency
~about 1.5%! with respect to the base fuel~Fig. 17!. Furthermore,
this slight gain in efficiency is not affected by the increase of
ethanol ratio in the blend. As the mixture is leaned out, however,
the gain in efficiency increases and the variation between the three
ethanol blends becomes more noticeable. A maximum gain in ef-
ficiency of about 6% is observed for ETH20 atF50.8.

Similar to the previous test, the improvement in efficiency no-
ticed in this test can be attributed to the more advanced MBT
timing allowed by the improved anti-knock behavior, and/or the
lower heat losses due to the lower combustion temperatures.

The brake thermal efficiency values as a function of equiva-
lence ratio for the best performing blends compared to the base
and leaded fuels are shown in Fig. 18. Again, the METH20 is the
best performer at the whole test range. At the rich side~F.1.0!,
the results for the MTBE blends are comparable to those of
METH20. At the lean side~F,1.0!, the METH20 outperforms all
other test fuels and is approached only by the ETH20 blend at
F50.8. The performance of the leaded fuel at rich equivalence
ratios is comparable to the best performing blend, but fall behind
at the lean side.

Conclusions

• The results from the variable-speed wide-open throttle
~WOT! tests show that the leaded and oxygenated fuels performed
better than the base fuel in terms of maximum brake mean effec-
tive pressure~bmep!. The improvement in performance persists
along the entire tested speed range. For leaded fuel, the average
increase of maximum bmep with respect to the base fuel is about
4%. The improvement due to the addition of oxygenates varies
with the oxygenate type and ratio in the blend but generally is less
than that noticed with leaded fuel except in the case of the 20
vol.% methanol and 15 vol.% ethanol blends. The reduced knock
propensity of the oxygenated fuel is significant in the engine per-
formance over the base fuel.

• For lower ratios of oxygenates~up to 15 vol.%!, the ethanol
blends perform better than methanol and MTBE blends. For
higher ratios, however, the methanol is the best oxygenate in
terms of maximum bmep of the engine.

• The results show that the oxygenated fuels resulted in higher
brake thermal efficiency than the base fuel and than leaded fuel
particularly at higher engine speeds. Although less than the oxy-
genated fuels, the thermal efficiency improves with leaded fuel
but this improvement declines as the engine speed increased until
eventually vanishes at high speed of 3500 rpm.

• At midrange speed of 2500 rpm, the methanol blends are the
best performers followed by MTBE, then ethanol blends. Metha-
nol blends result in maximum increase in thermal efficiency of
about 12.3% with respect to base fuel. The maximum increase in
thermal efficiency is about 8.8% in the case of MTBE blends, and
about 7.9% in the case of ethanol blends. Overall, the methanol
blends are the best performers in terms of brake thermal efficiency
at practical wide-open throttle conditions.

• The results from variable-equivalence ratio tests show that

Fig. 18 Effect of equivalence ratio on brake thermal efficiency for the
best performing blends compared to the base and leaded fuels

190 Õ Vol. 126, JANUARY 2004 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the differences between fuels are less significant at part-load than
in the wide-open throttle condition. With all the tested fuels, the
brake thermal efficiency improves significantly as the equivalence
ratio is decreased~i.e., as the mixture is leaned out!.

• At stoichiometric mixture~F51.0!, constant load of 680 kPa,
and constant speed of 2000 rpm, the best oxygenate in terms of
brake thermal efficiency is ethanol for low oxygenate ratio~up to
10 vol.%! and methanol for higher ratio~15 and 20 vol.%!. The
maximum increase in thermal efficiency with respect to the base
fuel is about 4.7% in the case of methanol, about 4.0% in the case
of MTBE, about 2.3% in the case of ethanol, and about 3.3% in
the case of leaded fuel.
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Characteristic and Computational
Fluid Dynamics Modeling
of High-Pressure Gas Jet Injection
The topic of this paper is the computational modeling of the gas injection process in a
large-bore natural gas fueled engine. At high injection pressures, the overall gas injection
and mixing process includes compressible flow features such as rarefaction waves and
shock formation. The injection geometries examined in the paper include both a two-
dimensional slot and an axisymmetric nozzle. The computations examine the effect of the
supply pressure/cylinder stagnation pressure ratio, with ratios ranging from 3 to 80, on
the velocity and pressure profiles in the near field region. Computational fluid dynamics
modeling was compared with results obtained from a two-dimensional analytical method
of characteristics solution and experimental results. The comparison process evaluated
factors such as pressure and Mach number profiles, jet boundary shape, and shock
location. @DOI: 10.1115/1.1635398#

Introduction
The objective of this paper is to assess the ability of a commer-

cial computational fluid dynamics~CFD! code to compute the
velocity and pressure profiles in high pressure gas flow from
simple sonic nozzles. A sonic nozzle is a convergent or straight
nozzle with an exit Mach number equal to one. Two types of
nozzles were investigated, a two-dimensional nozzle, and an axi-
symmetric nozzle. The axisymmetric nozzle is a geometry used in
direct injection natural gas fueled engines.

The main parameters determining the type of the flow exiting
from a sonic nozzle are the ratio of the supply stagnation pressure
to the cylinder stagnation pressure and the nozzle geometry. As
the injection pressure increases, a condition is reached for conver-
gent nozzles where the exit velocity reaches the speed of sound.
This pressure ratio is the critical pressure ratio for the nozzle. For
an ideal gas with a specific heat ratio of 1.35, the critical pressure
ratio is 1.86. At higher pressure ratios, the exit Mach number
remains equal to one, but the exit static pressure is greater than the
ambient or cylinder pressure, so that substantial gas expansion
from the exit pressure to the cylinder pressure is required down-
stream of the nozzle. This type of nozzle outflow produces an
underexpanded jet.

As a consequence of the nozzle exit–cylinder static pressure
difference, when an underexpanded jet emerges from a nozzle or
orifice, an expansion fan originating at the corners of the orifice is
generated. As shown in Fig. 1~Pai @1#!, the expansion waves are
subsequently reflected at the jet boundary as compression waves,
so that the jet boundary pressure remains equal to the cylinder
pressure. At higher pressure ratios the compression waves coa-
lesce into intercepting shocks, which meet at the symmetry axis
forming diamond-shaped cells. At relatively low pressure ratios
above the critical pressure ratio, the boundary reflection process
need not include shocks and can repeat until the waves are dissi-
pated by viscosity. The velocity of the gas increases to supersonic
speed as it passes through the expansion fan, with a corresponding
decrease in the static pressure and density. Likewise, as the gas
passes through the compression and shock structures, its velocity
decreases, and the static pressure and density increase.

As the pressure ratio is increased, the intercepting shocks can

no longer reflect at the axis and instead are connected by a normal
shock, or Mach disk as shown in Fig. 2~Adamson and Nicholls
@2#!. For sonic nozzles, calculations by Owen and Thornhill@3#
showed that along the jet centerline downstream of the nozzle, the
local nondimensional static pressure,P/Pn , and the local Mach
number depend only on the nondimensional axial distancex/d
and are independent of the supply-cylinder stagnation pressure
ratio as long as the pressure ratio is sufficiently high. For pressure
ratios large enough for a Mach disk to exist, Adamson and
Nicholls @2# extended this region of self-similar flow all the way
to the Mach disk.

Since the mean flow velocities are very large relative to char-
acteristic diffusion velocities, the flow structures in the near field
of the nozzle, such as the location of the first normal shock or
Mach disk are primarily a function of the nozzle exit–cylinder
pressure ratio, with little dependence on viscous or turbulent ef-
fects. Adamson and Nicholls@2# compared various experimental
measurements of the Mach disk location in air jets from sonic
nozzles reported by various researchers, including Love et al.@4#,
for nozzle exit–cylinder static pressure ratios from 2 to 100.

It is important to compute the initial outflow from the nozzle
accurately, as it governs the subsequent mixing of the gas jet with
the cylinder air. A virtual nozzle has been used in internal com-
bustion engine modeling as an alternative to computing the de-
tailed near-field fluid mechanics~Mather and Reitz@5#!. With a
virtual nozzle, the computation of the flow field begins down-
stream of the Mach disk, assuming a perfectly expanded nozzle
with the same mass flow rate and a nozzle area based on expan-
sion of the jet to cylinder pressure. This approach decreases the
grid density requirements at the nozzle, but requires information
about the Mach disk size and location.

Computational Methodology
There are numerous specialized compressible gas dynamics

computer packages used for this class of problem. Current re-
search in this area examines the fine scale structure and interaction
of the various flow structures. For example, Gribben et al.@6#
used a CFD solver to compute the hysteresis of the shock reflec-
tion. Representative computations of the complex wave structure
in underexpanded jets has been reported by Cumber et al.@7# and
Hsu and Liou@8# for aerospace applications. The texts by Laney
@9# and Ferguson and Kirkpatrick@10# discuss various discretiza-
tion and modeling methods for compressible flow problems. In
this paper, a general purpose commercial CFD solver, Fluent Ver-
sion 5.0 @11#, was used for the gas dynamics computations, in
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Fig. 1 Supersonic flow from a simple orifice at low pressure
ratios „Pai †1‡…

Fig. 2 Supersonic flow from a simple diverging orifice at high
pressure ratios „Adamson and Nicholls †2‡

Fig. 3 Characteristic net and jet boundary for pressure ratio of
81.4:1

Fig. 4 Close up of computational grid near the orifice outlet

Fig. 5 Comparison of two-dimensional jet velocity contours
„mÕs… of for pressure ratio of 35:0.43

Fig. 6 Two-dimensional centerline velocity profile in axial
direction

Fig. 7 Two-dimensional jet centerline pressure in axial
direction
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order to assess how accurately a general purpose CFD solver
could capture the details of the compressible flow structures. The
Fluent CFD solver uses a finite volume technique for discretiza-
tion of the governing equations. The computations presented in
this paper are part of a broader effort in modeling the in-cylinder
flow of natural gas fueled engines.

A quadratically spaced mesh for both the two-dimensional and
axisymmetric computations was used to discretize the computa-
tional mesh. The numerical scheme was explicit in time and first-
order upwind in space. Grid adaptation was used to refine the
mesh and locate the rapidly varying shock structures. Grid sensi-
tivity computations indicated that at least ten grid points across
the nozzle orifice were required to reduce the sensitivity to grid
size in the nozzle region. Twenty grid points were used across the
two-dimensional orifice and 15 grid points were used across the
axisymmetric orifice to resolve the immediate expansion fan re-
gion. This grid resolution is consistent with the orifice grid rec-
ommendations of Abraham@12#. The outlet flow from the nozzle
was assumed to be steady, simulating the fully open steady-state
flow condition of a fuel injector. A pressure boundary condition
was imposed at the inlet to the nozzle. The cylinder pressure was
held constant, corresponding to the case where the time scale for
fuel injection was much smaller that for pressure changes due to
piston motion. The steady-state jet flow was computed, since for
electronically controlled natural gas injectors, the time period for
steady-state operation is much longer than the transient opening
and closing times. Both inviscid and turbulent computations were
performed. The turbulence model employed was the standardk-«
model, with the intent of assessing the performance of this turbu-
lence model in the near field of the jet. Post et al.@13# note that
the performance of thek-« model is suitable for gas jet entrain-
ment computations.

Comparison of Computational Fluid Dynamics „CFD…

and Method of Characteristics Solutions for Two-
Dimensional Jets

The jet flows for high pressure fuel injection in direct injection
engines can be highly underexpanded with supply stagnation pres-
sure to combustion chamber pressure ratios as large as 80 or more.
In practice the jets of interest are approximately axisymmetric or
~more accurately! three-dimensional. Application of an appropri-
ate CFD solver to simulate and model the gas injection process is
thus attractive. The question of whether existing commercial
codes could capture adequately the supersonic and compressible
flow features of these jets was of concern, however. As a first step

in evaluating the predictive capability of the Fluent CFD solver in
this type of application, a simple two-dimensional jet problem for
the same pressure ratio range was examined. This simpler prob-
lem could be treated by a straightforward application of the
method of characteristics. The method of characteristics is a clas-
sic analytical technique for the solution of hyperbolic equations.
Before the advent of digital computation, it was the primary tech-
nique used for solution of the inviscid Euler equations used to
represent two dimensional and axisymmetric jets~Shapiro@14#!.

The two-dimensional jet treated in this comparison study was
assumed to issue from a simple slot in the wall of a two-
dimensional chamber. The supply stagnation pressure was taken to
be 35 bar and the chamber pressure to be 0.43 bar, giving a pres-
sure ratio,Po /P` of approximately 81.4. The gas was assumed to
be air and was modeled as a calorically perfect gas. For the ap-
plication of the method of characteristics the flow was assumed to
be isentropic, irrotational and inviscid as well. In addition, for the

Fig. 8 Two-dimensional jet velocity profile in transverse direc-
tion at two axial locations

Fig. 9 Velocity contours at the three higher pressure ratios
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characteristic calculations the sonic surface (M51) was assumed
to be planar and located at the interface between the injection slot
and the perpendicular wall of the combustion chamber.

A computer code was developed and used to generate the char-
acteristic net and compute the required values ofP, M, V, andT at
the net points. A plot of the characteristic net and the jet boundary
is shown in Fig. 3. Because the jet is symmetrical, only the upper
half-plane is shown. Solid lines indicate expansion waves and
dashed lines are the compression waves reflected from the jet
boundary. The formation of a curved shock caused by the conver-
gence and intersection of the compression waves is indicated. Ad-
ditional computations performed with a finer characteristic net
showed that the change in the jet boundary was minimal. Down-
stream of the curved shock, the inviscid form of the method of
characteristics is not strictly valid since the flow becomes rota-
tional, and vorticity generation need to be included, as discussed
by Chang and Chow@15#. Figure 4 shows the detailed CFD mesh
structure at the nozzle exit region. For the CFD calculations, the
length of the injection nozzle upstream of the exit plane! was 5
slot half-widths and the entire computational domain was 60
350 slot half-widths.

The general shapes of the jet predicted by the two methods are
compared in Fig. 5. The black line indicates the jet boundary
predicted from the method of characteristics, while the jet shape
from the CFD computations can be inferred from the shaded ve-
locity contours. The shapes predicted are qualitatively similar,
though the thickened jet edge predicted by the computations is
apparent. Since this particular set of CFD calculations were invis-
cid, the thickening results from numerical diffusion.

Velocity and pressure profiles along the jet centerline computed
with the two methods are compared in Fig. 6 and Fig. 7, respec-
tively. For both the velocity and pressure profiles, the agreement
appears to be quite good. The nondimensional axial coordinate
x/w in Figs. 6 and 7 is the distancex from the exit divided by the
slot half-widthw. There is a decrease in the jet centerline pressure
to pressures less than the cylinder pressure, and a corresponding
increase in the jet velocity.

Transverse profiles of axial velocity at two axial distances from
the jet exit are shown in Fig. 8. Here, the transversey-coordinate
is nondimensionalized by the slot half-widthw. Agreement be-
tween the two methods is again quite good except near the edge of
the jet, consistent with the jet shape differences shown in Fig. 5.
Note that the jet velocity increases slightly in the transverse direc-
tion, opposite to the velocity decrease characteristic of perfectly
expanded jets in which viscous effects play a larger role in jet
mixing.

Computation of Underexpanded Axisymmetric Jets
Since the general shape of direct injection nozzles and combus-

tion chambers is cylindrical, the high-pressure injection process in
a direct injection engine is classified as an underexpanded axisym-

Fig. 10 Effect of overall pressure ratio on the local nondimen-
sional pressure profile along jet centerline

Fig. 11 Effect of overall pressure ratio on the Mach number
profile along jet centerline

Fig. 12 Effect of pressure ratio on location of Mach disk

Fig. 13 Comparison of viscous effects on centerline pressure
profile „pressure ratio Ä81.4:1 …
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metric nozzle flow. Computations of the flow field of air flowing
from an axisymmetric nozzle were also performed as part of this
study. The physical domain for these computations was a
127 mm (5 inch)325 mm (1 inch) diameter nozzle connected to
a 1,524 mm (60 inch) long3762 mm (30 inch) diameter adjacent
chamber.

The jet flow field for three cases of high supply–cylinder stag-
nation pressure ratios of 81.4:1, 46.5:1, and 18.6:1 were com-
puted. The three cases used supply pressures of 35 bar, 20 bar, and
8 bar, respectively, and a cylinder pressure of 0.43 bar, large
enough to produce Mach disk structures. The 0.43 bar cylinder
pressure was chosen as a representative cylinder pressure in a
throttled engine at the start of gas injection. The effects of the
pressure ratio on centerline pressure profile, Mach number profile,
and location of the Mach disk were computed. The flow field at
these three pressure ratios was modeled as inviscid. In addition,

viscous and turbulent effects for the supply–cylinder stagnation
pressure ratio case of 81.4:1 were also computed, using the stan-
dardk-« turbulence model.

A low supply–cylinder stagnation pressure ratio~3 bar:1 bar!
turbulent jet flow from a sonic nozzle was also computed. The
computational domain for the low pressure ratio case was com-
posed of a 127 mm (5 inch)325 mm (1 inch) nozzle connected
to a 762 mm (30 inch) long3254 mm (10 inch) diameter adja-
cent chamber. In this low-pressure ratio case, a one-equation tur-
bulent model was used so that effects due to viscous and turbulent
dissipation were included.

Results and Discussion for Underexpanded Axisymmet-
ric Jets

Figure 9 shows the velocity contours for the three high-pressure
ratios. These contours clearly show the Mach disc structure

Fig. 14 Velocity contours for 3:1 pressure ratio

Fig. 15 Centerline velocity oscillation and decay for 3:1 pres-
sure ratio

Fig. 16 Centerline static pressure oscillation and decay for 3:1
pressure ratio
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formed. As the pressure ratio is increased, the Mach disk increases
in size and is positioned farther away from the nozzle exit. The
intercepting or barrel shock at the boundary of the jet is also
evident. The contours show that the axial velocity increases in the
transverse direction, similar to the two-dimensional slot computa-
tions.

The dimensionless local pressureP/Pn and Mach numberM
profile along the jet centerline resulting from the CFD computa-
tions for the three high-pressure ratio cases are shown in Fig. 10
and Fig. 11, respectively. The nondimensionalx/d coordinate in
these figures is the axial distance divided by the nozzle diameter.
The results indicate that upstream of the Mach disk the decrease
in the dimensionless local pressure is the same for the three pres-
sure ratios. The pressure behind or downstream of the shock for
the three supply–cylinder stagnation pressure ratios is also plotted
in Fig. 10, indicating that the pressure rise across the shock is
dependent on the overall supply–cylinder stagnation pressure ra-
tio.

In Fig. 11, the Mach number profiles are the same until the
onset of a Mach disk. The sudden decrease of Mach number for
the three high pressure ratio cases indicates the presence of the
Mach disk. Figure 12 is a plot of the distance between the Mach
disk and the nozzle exit versus the static pressure/ambient pres-
sure ratio. Also plotted are the experimental results presented in
Adamson and Nicholls@2#. There is good agreement between the
computational and the experimental results. As the pressure ratio
increases, the distance of the Mach disk from the nozzle increases
nonlinearly.

Figure 13 compares the dimensionless centerline static pressure
variation between the inviscid model and standardk-« model
variation for a pressure ratio of 81.4:1. The results show that for
high injection/cylinder pressure ratios, the viscous and turbulent
stresses on the jet structure are insignificant relative to the jet
kinetic energy. The assumption of inviscid flow in the near field of
the jet is reasonable, and justifies the use of the method of char-
acteristics in this region.

As discussed in the Introduction, with a slightly underexpanded
nozzle, the injection/back pressure is not large enough for the gas
to form a Mach disk, so the intercepting shocks will meet at the
centerline axis forming diamond shaped cells. Velocity contours in
Fig. 14 shows repeating diamond shapes for the supply–cylinder
stagnation pressure ratio of 3:1. The effect of viscous dissipation
on the diamond structure is also shown.

Centerline velocity and pressure profiles for the same pressure
ratio of 3:1 are shown in Fig. 15 and Fig. 16, respectively. The
x-coordinate, the axial distance to the nozzle exit, is nondimen-
sionalized by the nozzle diameterd. The oscillation of pressure
and velocity in Figs. 15 and 16 are a consequence of the repeating
expansion and compression wave structure in the jet, and the de-
cay of the oscillation amplitude is due to the viscous dissipation.
At a distance about seven nozzle diameters to the nozzle exit, jet
is fully expanded and then subsonic velocity decay is observed.

Conclusions
The outlet jet flow structure from underexpanded two-

dimensional and axisymmetric nozzles has been numerically in-

vestigated. The CFD results show good agreement with the results
from the method of characteristics applied to two-dimensional
jets. Mach disk structures were observed from computational re-
sults for axisymmetric jets with high pressure ratios. Pressure and
Mach number variation along the centerline and location of Mach
disk are in good agreement with previous results. For low pressure
ratios, a repeating diamond-shape cell structure downstream of the
nozzle exit was computed.

Acknowledgments
This research was supported by the Pipeline Research Commit-

tee International~PRCI!.

Nomenclature

d 5 nozzle diameter, mm
M 5 Mach number
Po 5 supply stagnation pressure, bar
P` 5 cylinder stagnation pressure, bar

P 5 static pressure along centerline, bar
Pn 5 static pressure at nozzle exit, bar
T 5 temperature, K
V 5 velocity, m/s

Vn 5 velocity at nozzle exit, m/s
w 5 nozzle half-width, mm
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Engineering Fundamentals of the Internal Combustion
Engine, 2nd Ed.,Willard W. Pulkrabek. Prentice-Hall, Engle-
wood Cliffs, NJ, 2003.

REVIEWED BY JIM S. COWART 1

The new second edition internal combustion engine text by Pro-
fessor Pulkrabek is an excellent undergraduate engineering text
book. This book is well suited for a one semester senior level
elective course on engines. It provides a broad introductory cov-
erage of the relevant theory and practice surrounding spark igni-
tion ~SI! and compression ignition~CI! internal combustion en-
gines. As appropriate, general descriptions of current engine
technology~e.g., fuel injection practice! are also presented.

This text covers the fundamental elements of SI and CI internal
combustion engines. This includes operating characteristics, ideal
cycles, thermochemistry, as well as details on the specific engine
strokes: intake and fluid motion, combustion and exhaust pro-
cesses. Additionally, the topics of heat transfer, emissions and
friction/lubrication are presented in individual chapters. Numer-

ous example problems are placed in the text and relevant prob-
lems ~including design problems! at the end of each chapter will
be useful for students.

Pulkrabek’s text also includes numerous and frequent historical
notes throughout the book. These notes are sure to create interest
in both students and professionals who may use this text. A few
examples of these historical notes include a discussion of how
compression ratios have changed over the years, a description of
when automobiles ran on charcoal, and ignition system history.
These notes are a wonderful complement to the study of engine
technology.

For practicing engineers in the field of engines this text is likely
to be less useful thanInternal Combustion Engine Fundamentals
by J. B. Heywood~McGraw-Hill, 1988!. Heywood’s text gener-
ally provides more detail on the engine topics covered by Pulkra-
bek as well as specific chapters on the properties of engine work-
ing fluids, widely used engine models~both physical and
phenomenological!, and detailed engine operating behavior.
Pulkrabek’s text is targeted toward undergraduate students and
thus, for example, discusses qualitatively the effects of engine
operation on heat transfer but does not contain Heywood’s de-
tailed analysis and data.1Sloan Automotive Laboratory, M.I.T., Cambridge, MA 01760.
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Erratum Redux: ‘‘Effect of Biodiesel Utilization of Wear of Vital Parts in
Compression Ignition Engine’’

†ASME J. Eng. Gas Turbines Power, 125, pp. 604–611‡

A. K. Agarwal, J. Bijwe, and L. M. Das

The title of this paper should read ‘‘Effect of Biodiesel Utilization on Wear of Vital Parts in Compression Ignition Engine’’~‘‘Effect
of Biodiesel Utilization on Wear . . . ’’ instead of ‘‘Effect of Biodiesel Utilization of Wear . . . ’’ !.
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